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Abstract

‘Global warming’ is a phrase that refers to the effect on the climate of human activities, in
particular the burning of fossil fuels (coal, oil and gas) and large-scale deforestation, which
cause emissions to the atmosphere of large amounts of ‘greenhouse gases’, of which the most
important is carbon dioxide. Such gases absorb infrared radiation emitted by the Earth’s surface
and act as blankets over the surface keeping it warmer than it would otherwise be. Associated
with this warming are changes of climate. The basic science of the ‘greenhouse effect’ that
leads to the warming is well understood. More detailed understanding relies on numerical
models of the climate that integrate the basic dynamical and physical equations describing
the complete climate system. Many of the likely characteristics of the resulting changes
in climate (such as more frequent heat waves, increases in rainfall, increase in frequency
and intensity of many extreme climate events) can be identified. Substantial uncertainties
remain in knowledge of some of the feedbacks within the climate system (that affect the
overall magnitude of change) and in much of the detail of likely regional change. Because
of its negative impacts on human communities (including for instance substantial sea-level
rise) and on ecosystems, global warming is the most important environmental problem the
world faces. Adaptation to the inevitable impacts and mitigation to reduce their magnitude
are both necessary. International action is being taken by the world’s scientific and political
communities. Because of the need for urgent action, the greatest challenge is to move rapidly
to much increased energy efficiency and to non-fossil-fuel energy sources.
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1. Introduction

There is a large literature on global warming. The most comprehensive reference and
literature survey is provided by the Reports of the Intergovernmental Panel on Climate
Change (IPCC) [1]—see section 9.1. A general source describing the science, impacts and
policy options is my textbook Global Warming: the Complete Briefing [2]. This report is
heavily dependent on the 2001 IPCC reports updated as necessary through reference to more
recent literature.

1.1. What is global warming?

Global warming has become familiar to many people as one of the most important
environmental issues of our day. This review will describe the basic science of global warming,
its likely impacts both on human communities and on natural ecosystems and the actions that
can be taken to mitigate or to adapt to it. As commonly understood, global warming refers to the
effect on the climate of human activities, in particular the burning of fossil fuels (coal, oil and
gas) and large-scale deforestation—activities that have grown enormously since the industrial
revolution, and are currently leading to the release of about 7 billion tonnes of carbon as carbon
dioxide into the atmosphere each year together with substantial quantities of methane, nitrous
oxide and chlorofluorocarbons (CFCs). These gases are known as greenhouse gases.

The basic principle of global warming can be understood by considering the radiation
energy from the sun that warms the Earth’s surface and the thermal radiation from the Earth
and the atmosphere that is radiated out to space. On average, these two radiation streams
must balance. The greenhouse effect arises because of the presence of greenhouse gases in the
atmosphere that absorb thermal radiation emitted by the Earth’s surface and, therefore, act as
a blanket over the surface (figure 1). It is known as the greenhouse effect because the glass in
a greenhouse possesses similar properties to the greenhouse gases in that it absorbs infrared
radiation while being transparent to radiation in the visible part of the spectrum. If the amounts
of greenhouse gases increase due to human activities, the basic radiation balance is altered.
The balance can be restored through an increase in the Earth’s surface temperature.

The effect was first recognized by the French scientist Jean-Baptiste Fourier in 1827 [3].
A British scientist, John Tyndall around 1860 measured the absorption of infrared radiation by
carbon dioxide and water vapour and suggested that a cause of the ice ages might be a decrease
in the greenhouse effect of carbon dioxide. It was a Swedish chemist, Svante Arrhenius
in 1896 who first calculated the effect of increasing concentrations of greenhouse gases; he
estimated that doubling the concentration of carbon dioxide would increase the global average
temperature by 5–6˚C. As we shall see later this estimate is not too far from our present
understanding.

We have been familiar for a long time with problems of air quality caused by the emissions
of pollutants such as the oxides of nitrogen or sulfur into the atmosphere from local sources.
That is local pollution. Measures to reduce such pollution especially in major cities are actively
being pursued. Global warming is an example of global pollution. Because of the long life
time in the atmosphere of many greenhouse gases such as carbon dioxide, their effects impact
on everyone in the world. Global pollution can only be countered by global solutions.

The following sections will address the basic science of the greenhouse effect (2), climate
variability evidenced by past records (3), sources and sinks of greenhouse gases (4), the concept
of radiative forcing and how it is used (5), climate models and how well they simulate past and
current climate (6), projections of climate change over the 21st century (7), impacts of climate
change especially those on human communities (8), international policy and action regarding
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Figure 1. A greenhouse has a similar effect to the atmosphere on the incoming solar radiation and
the emitted thermal radiation.

climate change, including the work of the IPCC (9), stabilization of climate (10), mitigation
of climate change and implications for technology (11) and the future challenge (12).

2. The scientific background

2.1. A simple model

How the blanketing by greenhouse gases is effective can be illustrated by considering a black
surface at temperature Ts receiving radiation in the visible part of the spectrum of magnitude
σT 4

0 , where σ is Stefan’s constant. In the absence of any blanketing, at equilibrium Ts = T0.
Suppose, above the surface, there is inserted an absorbing layer at temperature Ta, which is
transparent to the incident visible radiation but absorbs at all infrared wavelengths a fraction
k of the radiation from the underlying surface. Because surfaces that absorb also emit, the
layer will radiate energy of magnitude kσT 4

a both upwards and downwards. Considering the
radiative equilibrium of the layer, it is easy to see that its temperature is given by T 4

a = 0.5kT 4
s .

Considering the radiative equilibrium of the surface we find that its temperature is given by

T 4
s = (1 − 0.5k)−1T 4

0 .

For k = 0.5, T 4
s = 1.33 T 4

0 . A thin layer that absorbs half the thermal radiation it receives
will, therefore, increase the absolute temperature of the underlying surface by about 7.5%. For
a surface originally at a temperature of 260˚C this means an increase of 20˚C.

If it is imagined that the absorbing layer is introduced instantaneously, before the surface
or the layer have had time to warm, an immediate reduction occurs in the outgoing radiation
at the top of the atmosphere (i.e. above the absorbing layer) amounting to 0.5 kσT 4

0 . This
quantity is called the radiative forcing (see section 5).

As we shall see later, this very simple model with k = 0.5 is a crude approximation to the
effect of greenhouse gases in the atmosphere on the surface temperature and on the outgoing
radiation at the top of the atmosphere.

2.2. The radiation balance of Earth and atmosphere

This is illustrated in figure 2, which shows the components of the radiation that on average enter
or leave the Earth’s atmosphere and make up its radiation budget. The incoming solar radiation
must, on average, be balanced by thermal radiation leaving the atmosphere or the surface.

Incident at the top of the atmosphere on a surface of one square metre directly facing the sun
is about 1370 W. The average over the whole Earth’s surface is one quarter of this or 342 Wm−2.
About 30% of the incoming solar radiation on average is reflected or scattered back to space
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Figure 2. The Earth’s radiation and energy balance [4]. The net incoming solar radiation of
342 Wm−2 is partially reflected by clouds and the atmosphere, or at the surface where 49% is
absorbed. That heat is returned to the atmosphere, some as sensible heat but most from evaporation
and transpiration (taken together these are known as evapotranspiration), which is later released as
latent heat of condensation within the atmosphere. The rest is radiated as thermal radiation from
the surface much of which is absorbed by the atmosphere or by clouds that also emit radiation both
upwards and downwards. Part of the infrared radiation that is lost to space comes from cloud tops
and parts of the atmosphere that are much colder than the surface.

from the Earth’s surface, from clouds, small particles (known as aerosols) or by Rayleigh
scattering from molecules.

Details of the spectral distribution of the thermal radiation leaving the top of the atmosphere
in the infrared part of the spectrum can be measured from instruments mounted on orbiting
satellites. In figure 3 radiation from the main greenhouse gases, water vapour, carbon dioxide,
methane, ozone and nitrous oxide, can be identified.

2.3. The natural greenhouse effect

The gases nitrogen and oxygen that make up the bulk of the atmosphere neither absorb nor emit
thermal radiation. If they were the only atmospheric constituents there would be no clouds
and no greenhouse effect. In this case, to realize radiative balance, the average Earth’s surface
temperature would be about −6˚C. In fact the average surface temperature is about 15˚C.
The difference between these two figures of about 20˚C is because of the natural greenhouse
effect due to the natural abundances of the greenhouse gases, water vapour, carbon dioxide,
ozone, methane and nitrous oxide. Of these gases, the largest greenhouse effect is due to water
vapour and the second largest to carbon dioxide. The natural greenhouse effect is clearly vital
in maintaining the Earth’s climate as we know it, with its suitability for human life to flourish.

The size of the natural greenhouse effect is dependent on the temperature structure of the
atmosphere above the surface where the blanketing gases are located. In the crude calculation
of section 2.1, the temperature of the absorbing layer above the surface is determined by
radiative transfer processes alone. However, in the lower atmosphere up to about 10 km altitude,
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Figure 3. Thermal radiation in the infrared (the visible part of the spectrum is between about 0.4
and 0.7 µm) emitted from the Earth’s surface and atmosphere as observed over the Mediterranean
Sea from a satellite instrument orbiting above the atmosphere, showing the parts of the spectrum
where different gases contribute to the radiation [5]. Between wavelengths of about 8 and 14 µm,
apart from the ozone band, the atmosphere, in the absence of clouds, is substantially transparent;
this part of the spectrum is called a ‘window’ region. Superimposed on the spectrum are curves of
radiation from a black body at 7˚C, −13˚C, −33˚C and −53˚C. The units of radiance are Wm−2

per steradian per wavenumber.
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Figure 4. The distribution of temperature in a convective atmosphere (——). The dotted line shows
how the temperature increases when the amount of carbon dioxide present in the atmosphere is
increased (in the diagram the difference between the lines is exaggerated—for instance, for doubled
carbon dioxide in the absence of other effects the increase in temperature is about 1.2˚C). Also
shown for the two cases are the average levels from which thermal radiation leaving the atmosphere
originates (about 6 km for the unperturbed atmosphere).

the dominant processes of heat transfer are mixing and convection. That is why it is known as
the troposphere (or turning sphere). Because rising air expands, it cools, and the temperature
in the troposphere falls, on average, at about 6˚C per kilometre of altitude (figure 4).

Radiation is emitted out to space by the greenhouse gases from levels in the troposphere
typically between 5 and 10 km altitude (figure 4). Here, the temperature is much lower—
by 30˚C to 50˚C or so—than at the surface. The radiation emitted by the gases to space is,
therefore, much less than what they absorb from the radiation emitted by the surface. Note
that as the blanket becomes thicker, it becomes warmer below the blanket, but the top of the
blanket becomes colder.
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Clouds also play a significant part in the Earth’s radiation balance (figures 2 and 16). They
reflect some of the incident radiation from the sun back to space. However, they also absorb
and emit thermal radiation and have a blanketing effect similar to that of the greenhouse gases
(see section 6). Careful consideration of these two effects shows that, on average, the net effect
of clouds on the total budget of radiation results in a slight cooling of the Earth’s surface.

2.4. Other planets

Similar greenhouse effects also occur on our nearest planetary neighbours, Mars and Venus,
both of which possess atmospheres with carbon dioxide as the main constituent. Venus, about
the same size as the Earth, possesses an atmospheric pressure at its surface of about 100
times that on the Earth. This generates a very large greenhouse effect resulting in a surface
temperature of about 500˚C—a dull red heat. What has occurred on Venus is an example of
what has been called the ‘runaway’ greenhouse effect. Being closer to the sun than the Earth,
during its early history, water vapour, a powerful greenhouse gas, would have been a dominant
constituent of the atmosphere. Its strong greenhouse effect would have exerted a large positive
feedback and led to all the water boiling away from the surface. There is no possibility of such
runaway greenhouse conditions occurring on the Earth.

2.5. The enhanced greenhouse effect

After our excursion to Mars and Venus, let us return to Earth! To what extent are the greenhouse
gases in the Earth’s atmosphere influenced by human activity? The amount of water vapour
depends mostly on the temperature of the surface of the oceans; most of it originates through
evaporation from the ocean surface and is not influenced directly by human activity. Carbon
dioxide is different. Its amount has increased substantially—by over 30 per cent—since
the Industrial Revolution, due to human industry and also because of the removal of forests
(see section 4). Future projections are that, in the absence of controlling factors, its rate of
increase will accelerate and its atmospheric concentration will double from its pre-industrial
value within the next hundred years (see section 7).

This increased CO2 is leading to global warming of the Earth’s surface through its enhanced
greenhouse effect. Let us imagine, for instance, that the amount of CO2 in the atmosphere
suddenly doubled, everything else remaining the same (figure 5). What would happen to
the numbers in the radiation budget presented earlier (figure 2)? The solar radiation budget
would not be affected. But the thermal radiation emitted from CO2 in the atmosphere will
originate on average from a higher and colder level than before (figure 4). The thermal
radiation budget will, therefore, be reduced, the amount of reduction being about 4 W m−2

(see section 5) [6].
To restore the radiation balance the surface and lower atmosphere will warm. If nothing

changes apart from their temperature—in other words, clouds, water vapour, ice and snow
cover and so on, are all the same as before—a radiative transfer calculation indicates that the
temperature change would be about 1.2˚C.

In reality, of course, many of these other factors will change, some of them in ways that
add to the warming (positive feedbacks), others in ways that reduce the warming (negative
feedbacks). The situation is, therefore, much more complicated than this simple calculation;
it will be considered in more detail in section 6. Suffice it to say here, that the best estimate,
at the present time, of the increased average temperature of the Earth’s surface if CO2 levels
were to be doubled is about twice that of the simple calculation: 2.5˚C. As the next section
will illustrate, for the global average temperature this is a large change.
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Figure 5. Illustrating the enhanced greenhouse effect. Under natural conditions (a) the net solar
radiation coming in (S = 240 W m−2) is balanced by thermal radiation (L) leaving the top of
the atmosphere; average surface temperature (Ts) is 15˚C. If the carbon dioxide concentration is
suddenly doubled (b), L is decreased by 4 W m−2. Balance is restored if nothing else changes (c)
apart from the temperature of the surface and lower atmosphere, which rises by 1.2˚C. If feedbacks
are also taken into account (d ) the average temperature of the surface rises by about 2.5˚C.

Having dealt with a doubling of the amount of CO2, it is interesting to ask what would
happen if the CO2 amount were reduced. Because, with the amount of CO2 currently present
in the atmosphere, over much of the spectral region of importance the absorption is virtually
saturated (figure 3), the dependence of absorption on the gas concentration is approximately
logarithmic. If, therefore, the CO2 concentration were halved, the outgoing radiation would
be reduced by about 4 W m−2 and the Earth would cool by about 2.5˚C. If CO2 were to be
removed altogether, the change in outgoing radiation would be around 25 W m−2—six times
as big—and the amount of temperature change would be similarly increased.

3. The past climate record

It is important to put recent changes in climate in the context of climatic history in the past.
The next three sections review the past century, millennium and million years.

3.1. The 20th century

For the last 140 years, direct instrumental data have been available that enable a construction
to be made of changes in the global near-surface air temperature [7] (figure 6(a)). The increase
in temperature over the 20th century is particularly striking. The 1990s are very likely1

to have been the warmest decade during this period and the year 1998 the warmest year.
A more striking statistic is that each of the first eight months of 1998 was the warmest of those
months in the record. Although there is a distinct overall trend, the increase is by no means
uniform. In fact, some periods of cooling as well as warming have occurred and an obvious
feature of the record is the degree of variability from year to year and from decade to decade.
An obvious question to ask is whether the effects of human activities are significant against the

1 In the IPCC 2001 Report expressions of certainty such as ‘very likely’ were related so far as possible to quantitative
statement of confidence, virtually certain (greater than 99% chance that a result is true), very likely (90–99% chance),
likely (66–90% chance), medium likelihood (33–66% chance), unlikely (10–33% chance), very unlikely (1–10%
chance), exceptionally unlikely (less than 1% chance).
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Figure 6. (a) Variations in the globally averaged near-surface air temperature over the last
140 years [8]. The grey bars are the year by year averaged values; the dark line is a smoothed
annual curve to illustrate decadal variations. Uncertainties in the data are also shown; the thin
whiskers represent the 95% confidence range. (b) Globally averaged temperature reconstructions
for the period 200–2000 AD based on proxy data [9]. Anomalies referred to the 1961–1990 average
are shown. The smoothed instrumental record for the past 140 years is shown as a dark line. The
shading indicates the 95% confidence limits for the reconstructions from proxy data.

background of natural variability. In section 6 (figure 17), this question is addressed together
with the likely reasons for the 20th century trends.

For an understanding of the global warming issue, of most interest is the period of the last
50 years during which greenhouse gases increased substantially (see section 4) as did the global
average temperature—by about 0.5˚C [10]. Note that for the global average, this is a large
change. As we shall see in section 7, some of the details of climate change over this period
provide clues that link it with what is likely to occur with an increase of greenhouse gases
(see section 7). For instance, the greatest warming has occurred over continents especially
at high latitudes. Precipitation has also increased and some extreme events appear to have
increased in both number and intensity.

In section 2.5, it was stated that, for doubled carbon dioxide in the atmosphere under
equilibrium conditions, a rise in global average surface temperature of about 2.5˚C would be
expected. The increase in carbon dioxide since the pre-industrial period of nearly 35% together
with increases in other gases (see section 4) translates into a temperature rise of about 1.4˚C,
about twice the rise of 0.6˚C or 0.7˚C that has actually occurred. The reason for the difference
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Figure 7. The total economic costs and the insured costs of catastrophic weather events for the
second half of the 20th century as recorded by the Munich Re insurance company [13]. Both
costs show a rapid upward trend in recent decades. The number of non-weather-related disasters
is included for comparison.

is the thermal capacity of the oceans that is introducing a lag in response, with the present
rate of increase of greenhouse gases of around 30 or 40 years [11]. Recent measurements of the
change in heat content of the oceans down to 3 km depth from 1955 to 1998 confirms that the
oceans are warming. Their heat content has increased by about 14.5×1022 J corresponding to a
mean temperature increase of 0.037˚C and an increase of energy entering the oceans averaging
0.20 W m−2 (per unit area of Earth’s total surface area) [12].

Most of the worst disasters in the world are, in fact, weather—or climate-related—tropical
cyclones (called hurricanes or typhoons), floods, wind-storms, tornadoes and droughts whose
effects occur more slowly, but which are probably the most damaging disasters of all. Figure 7
shows the costs of weather related disasters2 over the past 50 years as calculated by the
insurance industry that has been hard hit by recent disasters. It shows an increase in economic
losses in such events by a factor of over 10 in real terms between the 1950s and the 1990s.
Some of this increase can be attributed to the growth in population in particularly vulnerable
areas and to other social or economic factors; the world community has undoubtedly become
more vulnerable to disasters. However, a significant part of it has also arisen from increased
storminess in the late 1980s and 1990s compared with the 1950s (adequate data are not available
for meaningful comparisons to be made with earlier times).

3.2. The last thousand years

For the period from 200 to 1000 AD, a number of reconstructions of global average surface
temperature data have been made from proxy sources such as tree rings, corals, ice cores and
historical records; an example is shown in figure 6(b). In order to enable data from multi-proxy
sources to be analysed and merged into a consistent record, data from each proxy source is
‘calibrated’ by making comparisons between data from different sources and also comparing

2 Including windstorms, hurricanes or typhoons, floods, tornadoes, hailstorms, blizzards but not including droughts
because their impact is not immediate and occurs over an extended period.
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them with data from instrumental sources during the period when both are available. There
has been considerable debate within the literature regarding the statistical procedures that
have been employed and the appropriate level of uncertainty that should be attached to the
record [14].

The records indicate a lot of natural climate variability, much of which probably arises
from internal variations within the climate system rather than from changes in external forcing
(although see section 5). In the global record of figure 6(b) it may be just possible to identify
regional variations within the northern hemisphere commonly known as the ‘Medieval Warm
Period’ associated with the 11th to 14th centuries and a relatively cool period known as the
‘Little Ice Age’ associated with the 15th to 19th centuries. Such variations appear more
prominently in the most recent reconstruction for the northern hemisphere [15] and in more
local records.

What appears most dominant in figure 6 is the unusual warming of the 20th century
compared with earlier centuries of the last millennium. The rate of warming in the late 20th
century and the global average temperature at the end of the century are both greater than at
any other time in the period. As we shall show in section 6, only anthropogenic forcing of
climate can explain this recent anomalous warming.

3.3. The last million years

A particularly valuable information source about climate variations over the last million years
is the record stored in the ice that caps Greenland and the Antarctic continent. These ice caps
are several kilometres thick. Snow deposited on their surface gradually becomes compacted
as further snow falls. The ice moves steadily downwards, eventually flowing outwards at the
bottom of the ice-sheet. Ice near the top of the layer has been deposited fairly recently; ice
near the bottom fell on the surface many tens or hundreds of thousands of years ago. Deep
cores have been drilled out of the ice at several locations in both Greenland and Antarctica. At
Russia’s Vostok station in east Antarctica, for instance, where drilling has been carried out for
over twenty years, the most recent core reached a depth of over 3.5 km; the ice at the bottom
fell as snow on the surface of the Antarctic continent over 400 000 years ago.

Small bubbles of air are trapped within the ice enabling the composition of the air at the
time at which the ice was formed to be deduced. Further information is provided by analysis of
the ice itself. The ratios of the different oxygen isotopes (18O and 16O) depend sensitively on
the temperatures at which evaporation and condensation took place for the water in the clouds
from which the ice originated. These, in turn, are dependent on the average temperature near the
surface of the Earth. A temperature record for the polar regions can, therefore, be constructed
from analyses of the ice cores. The associated changes in global average temperature are
estimated to be about half the changes in the polar regions.

Such a reconstruction from a Vostok core for the temperature and the CO2 content is shown
in figure 8 for the past 160 000 years, which includes the last major ice age that began about
120 000 years ago and began to come to an end about 20 000 years ago. It also demonstrates
the close connection between temperature and carbon dioxide concentrations. Similar close
correlation is found with the methane concentration. Note from figure 13 the likely growth
of atmospheric CO2 during the 21st century taking it to levels that are unlikely to have been
exceeded during the past 20 million years.

A feature of the data shown in figure 8, especially when data with higher resolution in
time are examined, is that the climate of the past few thousand years seems relatively stable
compared with that earlier in the record where substantial and rapid variations in temperature
frequently occur. Much interest is being shown in these and the possible links they might
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Figure 8. Variations over the last 160 000 years of polar temperature and atmospheric CO2
concentrations derived from data from the Vostok ice core from Antarctica [16]. It is estimated that
the variation of global average temperature is about half that in the polar regions. Also shown is
the current CO2 concentration of about 377 ppm and the likely rise during the 21st century under
various projections of its growth.

have, for instance, with changes in ocean circulation. Not surprisingly, questions are being
asked about the stability of future climate and whether such rapid changes may occur again
(see section 7).

Data from the deepest ice cores can take us back over 700 000 years including eight ice age
cycles during which the correlations between temperature and CO2 concentrations shown in
figure 8 are repeated [17]. To go further back, over the past million years, the composition
of ocean sediments can yield information. Fossils of plankton and other small sea creatures
deposited in these sediments also contain the two main isotopes of oxygen. The ratio of their
abundances is sensitive both to the temperature and to the total volume of ice in the world’s
ice caps at the time of the fossils’ formation.

From the variety of paleoclimate data that is available, variations in the volume of ice in
the ice-caps can be reconstructed over the greater part of the last million years (figure 9(c)).
In this record six or seven major ice ages, at intervals of approximately 100 000 years, can be
identified.

The most obvious place to look for the cause of regular cycles in climate is outside the
Earth, in the sun’s radiation. Three regular variations occur in the orbit of the Earth around
the sun (figure 9(a)) in its eccentricity with a period of about 100 000 years, in the tilt of
the Earth’s axis (currently 23.5˚) with a period of about 41 000 years and in the longitude
of perihelion (currently in January) that moves through the months of the year with a period
of about 23 000 years.
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Figure 9. Variations in the Earth’s orbit (a), in its eccentricity, the orientation of its spin axis
(between 21.6˚ and 24.5˚) and the longitude of perihelion (i.e. the time of year when the Earth is
closest to the sun), cause changes in the average amount of summer sunshine (in millions of joules
per square metre per day) near the poles (b). These changes appear as cycles in the climate record
in terms of the volume of ice in the ice caps (c) [18].

As these changes occur, although the total quantity of solar radiation reaching the Earth
varies little, the distribution of that radiation with latitude and season over the Earth’s surface
changes considerably. The changes are especially large in polar regions where the variations in
summer sunshine, for instance, reach about 10% (figure 9(b)). James Croll, a British scientist,
first pointed out in 1867 that the major ice ages of the past might be linked with these regular
variations. His ideas were developed in 1920 by Milutin Milankovitch, a climatologist from
Yugoslavia, whose name is usually linked with the theory. Inspection by eye of the relationship
between the variations of polar summer sunshine and global ice volume shown in figure 9
suggests a significant connection. Careful study of the correlation between the two curves
confirms this and demonstrates that 60% of the variance in the climatic record of global ice
volume falls close to the three frequencies of regular variations in the Earth’s orbit, thus
providing support for the Milankovitch theory.

More careful study of the relationship between ice ages and the Earth’s orbital variations
shows that the size of the climate changes is larger than might be expected from forcing
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by solar radiation changes alone. To explain the climate variations, positive feedback
processes need to be introduced, for instance that of CO2 changes influencing atmospheric
temperature through the greenhouse effect, illustrated by the strong correlation between average
atmospheric temperature and CO2 concentration (figure 8). Such a correlation does not, of
course, prove the existence of the greenhouse feedback; in fact, part of the correlation arises
because the atmospheric CO2 concentration is itself influenced, through biological feedbacks
(see section 4), by factors related to the average global temperature. However, climates of the
past cannot be modelled successfully without taking the greenhouse feedback into account [19].

An obvious question to ask is when, on the Milankovitch theory, is the next ice age due?
We are currently in a period of relatively small solar radiation variations and the best projections
for the long term are of a longer than normal interglacial period leading to the beginning of a
new ice age perhaps in 50 000 years’ time [20].

4. Greenhouse gases

4.1. Carbon dioxide

In figure 3 emissions from the main greenhouse gases were identified in the infrared spectrum.
As was mentioned in section 2, water vapour provides the largest contribution to the natural
greenhouse effect [21]. But, the most important gas that is increasing in the atmosphere because
of human activities is carbon dioxide. If, for the moment, we ignore the effects of the CFCs
and changes in ozone, which vary considerably over the globe and which are therefore more
difficult to quantify, the increase in carbon dioxide (CO2) has contributed about 70% of the
enhanced greenhouse effect to date, methane (CH4) about 24% and nitrous oxide (N2O) about
6% (figure 13).

CO2 provides the dominant means through which carbon is transferred in nature between
a number of natural carbon reservoirs (the atmosphere, oceans and the land biosphere)—a
process known as the carbon cycle (figure 10). About one-fifth of the total CO2 in the
atmosphere is cycled in and out each year, part with the land biota (e.g. through respiration and
photosynthesis) and part through physical and chemical processes across the ocean surface.
The land and ocean reservoirs are much larger than the amount in the atmosphere; small
changes in these larger reservoirs could, therefore, have a large effect on the atmospheric
concentration.

On the timescales with which we are concerned anthropogenic carbon emitted into the
atmosphere as CO2 is not destroyed but redistributed among the different carbon reservoirs
on a wide range of timescales that range from less than a year to decades (for exchange with
the top layers of the ocean and the land biosphere) to millennia (for exchange with the deep
ocean or long-lived soil pools). These timescales are generally much longer than the average
time of about 5 years that a particular CO2 molecule spends in the atmosphere. The large
range of turnover times means that the time taken for a perturbation in the atmospheric CO2

concentration to relax back to an equilibrium cannot be described by a single time constant.
Although about a hundred years is often quoted so as to provide some guide, the use of a single
lifetime can be very misleading.

Before human activities became a significant disturbance, and over periods short compared
with geological timescales, the exchanges between the reservoirs were remarkably constant.
For several thousand years before the beginning of industrialization around 1750, a steady
balance was maintained, such that the mixing ratio (or mole fraction) of CO2 in the atmosphere
as measured from ice cores (see section 3) kept within about 10 ppm (parts per million) of a
mean value of about 280 ppm.
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3.2 ± 0.1

6.4 ± 0.4 1.4 ± 0.7 1.7 ± 0.5

Figure 10. The global carbon cycle, showing the carbon stocks in reservoirs (in GtC) and carbon
flows (in Gt/year) relevant to the anthropogenic perturbation as annual averages over the decade
from 1989 to 1998 [22]. The units are thousand millions of tonnes or gigatonnes (Gt).

The Industrial Revolution disturbed this balance and, since it began, approximately 600
thousand million tonnes (or gigatonnes, Gt) of carbon have been emitted into the atmosphere
from fossil fuel burning—providing the main cause of the increase of over 30% in CO2

concentration—from 280 to about 377 ppm at the present day (figure 11(a)). Accurate
measurements since 1959 from an observatory near the summit of Mauna Loa in Hawaii
show that CO2 is currently increasing on average each year by about 1.5 ppm although there
are large variations from year to year (figure 11(b))—adding each year about 3.3 Gt to the
atmospheric carbon reservoir.

In table 1 are shown for the 1980s and 1990s the average annual emissions of CO2 from
fossil fuel burning and from cement manufacture. Another anthropogenic source of CO2 is
from land use change, in particular from deforestation through logging or burning especially in
tropical regions, balanced in part by aforestation or forest re-growth mostly at higher latitudes.
This contribution is harder to quantify but some estimates are given in the table. For the 1980s,
annual anthropogenic emissions from all sources amounted to about 7.1 Gt, over three quarters
from fossil fuel burning. About 45% of these remained to provide the annual increase of about
3.3 Gt in the atmospheric concentration. The other 55% was taken up between the other two
reservoirs: the oceans and the land biota. Figure 12 shows that these fractions may change
substantially in the future.

The exchange of CO2 between atmosphere and ocean (about 90 Gt per year is so
exchanged—figure 10) establishes an equilibrium between the concentration of CO2 dissolved
in the surface waters and that in the air above the surface. The chemical laws governing this
equilibrium are such that if the atmospheric concentration changes by 10% the concentration
in solution in the water changes by only one tenth of this: 1%. This change will occur in the
upper waters of the ocean, the top hundred metres or so, thus enabling part of the anthropogenic
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Figure 11. Atmospheric carbon dioxide concentration [23], (a) from Antarctic ice cores for the
past millennium; recent atmospheric measurements from the Mauna Loa observatory in Hawaii
are also shown; (b) monthly changes in atmospheric carbon dioxide concentration, filtered so as to
remove seasonal cycle; vertical arrows denote El Niño events; note the small rate of growth from
1991 to 1994, which may be connected with events such as the Pinatubo volcanic eruption in 1991
or the unusual extended El Niño of 1991–1994 (denoted by horizontal line). Figure 11(b) has been
updated to 2003 by Chris Jones of the Hadley Centre, UK.

carbon dioxide added to the atmosphere (most of the ocean’s share of the 55% mentioned above)
to be taken up quite rapidly. Absorption in the ocean’s lower levels takes longer; mixing of
surface water with water at lower levels takes up to several hundred years or, for the deep
ocean, over a thousand years. This process whereby carbon dioxide is gradually drawn from
the atmosphere to the ocean’s lower levels is known as the solubility pump.

Biological activity in the oceans also plays an important role. As plant and animal plankton
die and decay some of the carbon they contain is carried downwards into lower levels of the
ocean adding to the carbon content of those levels. Some is carried to the very deep water
or to the ocean bottom where, so far as the carbon cycle is concerned, it is out of circulation
for hundreds or thousands of years. This process, whose contribution to the carbon cycle
is known as the biological pump, has been important in determining the changes of carbon
dioxide concentration in both the atmosphere and the ocean during the ice ages (figure 8).
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Table 1. Components of the annual average global carbon budget for the 1980s and 1990s—in
Gt of carbon per year [24] (positive values are fluxes to the atmosphere, negative values represent
uptake from the atmosphere).

1980s 1990sa

Emissions (fossil-fuel, cement) 5.4 ± 0.3 6.4 ± 0.4
Atmospheric increase 3.3 ± 0.1 3.2 ± 0.1
Ocean–atmosphere flux −1.9 ± 0.6 −1.7 ± 0.5
Land–atmosphere flux* −0.2 ± 0.7 −1.4 ± 0.7
*Partitioned as follows

Land-use change 1.7 (0.6 to 2.5) 1.4 to 3.0
Residual terrestrial sink −1.9 (−3.8 to 0.3) −4.8 to −1.6

a The larger negative figures for land–atmosphere flux and for residual terrestrial sink in the 1990s
are probably at least partially due to the influence of the Pinatubo volcano.
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Figure 12. Illustrating the possible effects of climate feedbacks on the carbon cycle [29]. Results
are shown of the changing budgets of carbon (in gigatonnes of carbon) in the atmosphere, land and
ocean in an ocean–atmosphere model coupled to an ocean carbon cycle model (that includes the
transfer of carbon dioxide to depth through both the solubility pump and the biological pump) and
a dynamic global vegetation model (that includes the exchange of carbon with the soil and with five
different types of plants). The model was run with the fossil fuel carbon dioxide emissions from
1860 to the present and then projected to 2100 assuming the IS 92a scenario shown in figure 18.
Note that because of climate feedbacks, the terrestrial biosphere changes from being a net sink of
carbon to being a net source around the middle of the 21st century. Note also as this source becomes
stronger, by 2100 the atmospheric carbon content is increasing at about the same rate as the total
emissions (i.e. the ‘airborne fraction’, or the fraction of fossil fuel emissions that remains in the
atmosphere, has changed from being about a half in the year 2000 to being about unity in 2100).
Note also that an atmospheric carbon content of 1500 Gt more than it was in 1860 is equivalent to
a concentration of nearly 1000 ppm.
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Information regarding partitioning of anthropogenic emissions between atmosphere, land
biosphere and ocean (as in table 1) can be obtained from a number of sources [25] for instance,
from inverse modelling studies of the detailed distribution of atmospheric CO2 concentration,
from observations of the seasonal cycle of atmospheric CO2 concentration and its difference
between the hemispheres (more CO2 is removed from the atmosphere during the northern
hemisphere growing season, some of which is returned as vegetation dies away in the winter),
from observations of the relative abundance of the different carbon isotopes, or from comparing
trends in atmospheric CO2 concentration with very accurate observations of trends in the
oxygen–nitrogen ratio. This latter provides information because, from the CO2 taken up on
land, the oxygen is returned to the atmosphere while when CO2 is dissolved in the ocean, both
carbon and oxygen are removed.

The global land–atmosphere flux in table 1 represents the balance of a net flux due to
land-use changes that has generally been positive (i.e. a source of carbon to the atmosphere)
and a residual component that is, by inference, a negative flux or carbon sink. The main
processes that contribute to the residual carbon sink are believed to be the CO2 ‘fertilization’
effect (increased CO2 in the atmosphere leads to increased growth in some plants) and
the effects of increased use of nitrogen fertilizer. The magnitudes of these contributions
(table 1) are difficult to estimate directly and are subject to much more uncertainty than
their total, which can be inferred from the requirement to balance the overall carbon cycle
budget.

The CO2 fertilization effect is an example of a biological feedback process that is negative.
Positive feedback processes, that tend to add to the anthropogenic increase also exist; in fact,
the positive processes are potentially stronger than the negative ones. One such positive
feedback is the effect of higher temperatures on respiration, especially through microbes in
soils, leading to increased CO2 emissions. Studies of the variations of atmospheric carbon
dioxide during El Niño events and following the Pinatubo volcanic eruption in 1991 indicate
a relation such that a change of 5˚C in average temperature leads to a 40% change in global
average respiration rate [26]—a substantial effect. A question that needs to be resolved is
whether this relation still holds over longer-term changes of the order of several decades to a
century [27].

A further positive feedback is the reduction of growth or the die-back especially in
forests because of the stress caused by climate change—this may be particularly severe in
Amazonia [28]. A number of carbon cycle models show that, through these two effects during
the second half of the 21st century, the residual terrestrial sink (table 1) could change sign and
become a substantial net source (figure 12 and see also section 7).

4.2. Methane

Methane is the main component of natural gas. Its common name used to be marsh gas
because it can be seen bubbling up from marshy areas where organic material is decomposing.
Data from ice cores show that for at least two thousand years before 1800 its concentration in
the atmosphere was about 0.7 ppm. Since then its concentration has more than doubled.
During the 1980s it was increasing at about 10 ppb/yr but during the 1990s the average
rate of increase fell to around 5 ppb/yr 3. Although the concentration of methane in the
atmosphere is much less than that of CO2 (less than 2 ppm compared with about 370 ppm
for carbon dioxide), its greenhouse effect is far from negligible. That is because the enhanced

3 In 1992, the increase slowed to almost zero. The reason for this is not known but one suggestion is that, because
of the collapse of the Russian economy, the leakage from Siberian natural gas pipelines was much reduced.
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greenhouse effect caused by a molecule of methane is about 8 times that of a molecule
of CO2 [30]4.

The main natural source of methane is from wetlands [31]. A variety of other sources
result directly or indirectly from human activities, for instance from leakage from natural
gas pipelines and oil wells, rice paddy fields, enteric fermentation (belching) from cattle and
other livestock, decay of rubbish in landfill sites and from wood and peat burning. Large
uncertainty exists in estimating the size of many of these sources, although measurements of
the proportions of different carbon isotopes in atmospheric methane assist in estimating the
proportion from fossil fuel sources.

The main process for methane removal from the atmosphere is through chemical
destruction. It reacts with hydroxyl (OH) radicals that are present in the atmosphere because of
processes involving sunlight, oxygen, ozone and water vapour. The average lifetime of methane
in the atmosphere is determined by the rate of this loss process. At about 12 years [32], it is
much shorter than the lifetime of CO2. Because of the critical role of OH, the concentration
of methane and its lifetime are partially controlled by the presence of pollutants such as
the oxides of nitrogen that, therefore, possess an indirect influence on the amount of global
warming (see section 5). It is of course important to take these indirect effects into account,
but it is also important to recognize that their contribution is much less than the direct
effect of the major contributors to human-generated greenhouse warming, namely CO2 and
methane.

4.3. Nitrous oxide

Nitrous oxide is another minor greenhouse gas. Its concentration in the atmosphere of about
0.3 ppm is rising at about 0.25%/yr and is about 16% greater than in pre-industrial times. The
largest emissions to the atmosphere are associated with natural and agricultural ecosystems;
those linked with human activities are probably due to increasing fertilizer use. Biomass
burning and the chemical industry (e.g. nylon production) also play some part. The sink of
nitrous oxide is photodissociation in the stratosphere and reaction with electronically excited
oxygen atoms, leading to an atmospheric lifetime of about 120 years.

4.4. CFCs and ozone

The CFCs are man-made chemicals which appear to be ideal for use in refrigerators, the manu-
facture of insulation and aerosol spray cans. Since they are so chemically inert, once they are
released into the atmosphere they remain for a long time—one or two hundred years—before
being destroyed. Their use increased rapidly through the 1980s giving them a concentration
in the atmosphere (adding together all the different CFCs) of about l ppb that is causing two
serious environmental problems. The first is that they destroy ozone (O3) [33], an extremely
reactive gas present in small quantities in the stratosphere (a region of the atmosphere between
about 10 and 50 km in altitude) where it absorbs solar ultraviolet radiation—radiation that
would otherwise be harmful to us and to other forms of life at the Earth’s surface. CFC
molecules that reach the stratosphere are also dissociated by the action of ultraviolet sunlight,
the resulting chlorine atoms readily reacting with ozone destroying it through a catalytic cycle.

4 The GWP is also often expressed as the ratio of the effect for unit mass of each gas in which case the GWP for
methane (whose molecular mass is 0.36 of that of carbon dioxide) becomes about 23 for the 100 year time horizon.
About 75% of the contribution of methane to the greenhouse effect is because of its direct effect on the outgoing
thermal radiation. The other 25% arises because of its influence on the overall chemistry of the atmosphere. Increased
methane eventually results in small increases in water vapour in the upper atmosphere, in tropospheric ozone and in
carbon dioxide, all of which in turn add to the greenhouse effect.
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Because of this problem of ozone depletion, international action was taken through the
Montreal Protocol of 1987 to phase out the production of CFCs. As a result, the concentration
of CFCs in the atmosphere is no longer increasing. However, since they possess a long life
in the atmosphere, little decrease will be seen for some time and significant quantities will be
present well over a hundred years from now.

What particularly concerns us here is that both CFCs and ozone are greenhouse gases [34].
They possess absorption bands in the region known as the longwave atmospheric window (see
figure 3) where few other gases absorb. Since a CFC molecule added to the atmosphere has a
greenhouse effect five to ten thousand times greater than an added molecule of CO2, despite
their very small concentration they have a significant greenhouse effect (see section 5).

The effect on global warming of ozone depletion depends critically on the height in the
atmosphere at which it is being destroyed. Further, ozone depletion is concentrated at high
latitudes while the greenhouse effect of the CFCs is uniformly spread over the globe. In tropical
regions there is virtually no ozone depletion so no change in the ozone greenhouse effect. At
mid-latitudes, very approximately, the greenhouse effects of ozone reduction and of the CFCs
compensate for each other. In polar regions the reduction in the greenhouse effect of ozone
more than compensates for that of the CFCs [35].

As CFCs are phased out, they are being replaced to some degree by other halocarbons, for
instance by hydrofluorocarbons (HFCs) that contain no chlorine or bromine, do not destroy
ozone and are not covered by the Montreal Protocol. Because of their shorter lifetime, typically
tens rather than hundreds of years, their contribution to global warming for a given rate of
emission, will be less than for the CFCs. However, since their rate of manufacture could
increase substantially their potential contribution to greenhouse warming is being considered
together with that from some other related compounds (e.g. CF4, C2F6 and SF6) that possess
very long atmospheric lifetimes, probably more than 1000 years, and that are produced in some
industrial processes.

Ozone is also present in the lower atmosphere or troposphere, some of it being transferred
downwards from the stratosphere and some generated locally by chemical action, particularly
as a result of the action of sunlight on the oxides of nitrogen. It is especially noticeable in
polluted atmospheres near the surface. Significant amounts may also be created in the upper
troposphere as a result of the nitrogen oxides emitted from aircraft exhausts. In the northern
hemisphere, both observations and model simulations of the relevant chemical processes
suggest that ozone concentrations in the troposphere have doubled since pre-industrial times.

5. Radiative forcing

5.1. What is radiative forcing?

Radiative forcing (introduced in section 2.1) is defined as the change in average net radiation
at the top of the troposphere5 that occurs because of a change in the concentration of
a greenhouse gas or some other constituent or because of some other change in the
climate system. The response of the climate to radiative forcing leads to a restoration of
the radiative balance between incoming and outgoing radiation. Through the concept of
radiative forcing, the relative greenhouse effects of different atmospheric constituents can
be compared as can forcings that might arise from other changes in the system. Before
addressing this comparison, two sources of radiative forcing other than greenhouse gases will
be briefly described.

5 By defining radiative forcing as the radiative imbalance at the top of the troposphere rather than at the top of the
atmosphere avoids the complication of dealing with the effect of the stratosphere.
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5.2. Particles in the atmosphere [36]

Small particles suspended in the atmosphere (often known as aerosols) affect its energy balance
because they both absorb radiation from the sun and scatter it back to space. We can easily
see the effect of this on a bright day in the summer with a light wind when downwind of an
industrial area. Although no cloud appears to be present, the sun appears hazy—it is called
‘industrial haze’. Under these conditions a significant proportion of incident sunlight is being
lost as it is scattered out of the atmosphere by millions of small particles (typically between
0.001 and 0.01 mm in diameter) in the haze.

Atmospheric particles come from a variety of sources. They arise partially from natural
causes; they are blown off the land surface, especially in desert areas; they result from forest
fires and they come from sea spray. From time to time volcanoes eject large quantities of
particles and gases into the upper atmosphere. Other particles arise from human activities—
from biomass burning (e.g. the burning of forests) and the sulfates and soot resulting from the
burning of fossil fuels. Sulphate particles are particularly important. They are formed as a
result of chemical action on sulfur dioxide, a gas that is produced in large quantities by power
stations and other industries in which coal and oil (both of which contain sulfur in varying
quantities) are burnt. Because these particles remain in the atmosphere only for about five
days on average, their effect is mainly confined to regions near the sources of the particles, i.e.
the major industrial regions of the northern hemisphere. Over limited regions of the northern
hemisphere the radiative effect of these particles is comparable in size, although opposite in
effect, to that of human-generated greenhouse gases up to the present time.

The influence of black soot from biomass and fossil fuel burning on radiative forcing in
the atmosphere has also recently been emphasized [37]. Black soot is also present on the snow
or ice surfaces in the Arctic or other areas of the northern hemisphere, where it affects albedo
and therefore introduces a small but not insignificant radiative forcing [38].

In addition to this direct effect of aerosol, a further way by which particles in the atmosphere
influence the climate is through their effect on cloud formation. Two mechanisms of this
indirect forcing have been proposed. The first is the influence of the number of particles
and their size on cloud radiative properties. If particles are present in large numbers when
clouds are forming, the resulting cloud consists of a large number of smaller drops, smaller
than would otherwise be the case. Polluted fogs in cities are formed in this way. Such
a cloud is more highly reflecting to sunlight than one consisting of larger particles, thus
further increasing the energy loss resulting from the presence of the particles. The second
mechanism arises because of the influence of droplet size and number on precipitation
efficiency and the life time of clouds and hence on the geographic extent of cloudiness.
Observational evidence exists for both of these mechanisms but the processes involved
are difficult to model and vary a great deal with the particular situation. Estimates of
their magnitude (see figure 13) therefore remain very uncertain. To refine these estimates,
more studies are needed especially by making careful and comprehensive measurements on
suitable clouds.

5.3. Variations in solar radiation

In section 3.4, we described the influence on climate of past changes in the distribution of solar
radiation over the Earth due to variations in the geometry of the Earth’s orbit. The question
is also often raised as to whether the sun’s energy output could change with time introducing
radiative forcing that could influence the climate. The only accurate direct measurements of
solar output that are available are those since 1978, from satellites outside the disturbing effects
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Figure 13. Global, annual mean radiative forcings (W m−2) due to a number of agents for the
period from pre-industrial (1750) to 2000 [41]. The height of the rectangular bar denotes a best
estimate value while its absence denotes no best estimate is possible because of large uncertainties.
The vertical lines with ‘x’ or ‘o’ delimiters indicates estimates of the uncertainty ranges. A ‘level
of scientific understanding (LOSU)’ index is accorded to each forcing, with H, M, L and VL
denoting, high, medium, low and very low levels, respectively. This represents a judgement
about the reliability of the forcing estimate involving factors such as the assumptions necessary
to evaluate the forcing, the degree of knowledge of the mechanisms determining the forcing and
the uncertainties surrounding the quantitative estimate of the forcing. The well-mixed greenhouse
gases are grouped together into a single rectangular bar with the individual contributions shown.
The second and third bars apply to stratospheric and tropospheric ozone. The next bars denote the
direct effect of aerosols from fossil fuel (FF) burning—separated into black carbon (bc) and organic
carbon (oc) components—and from biomass burning (BB). The sign of the effects due to mineral
dust is itself an uncertainty. Only the first indirect aerosol effect is estimated, as little quantitative
evidence exists regarding the second (see section 5.2). All the forcings have distinct spatial and
seasonal variations so that they cannot be added up and viewed a priori as providing offsets in
terms of complete global climate impact [42].

of the Earth’s atmosphere. These measurements indicate a very constant solar output, changing
by about 0.1% between maximum and minimum in the cycle of solar activity indicated by the
number of sunspots.

It is known from astronomical records and from measurements of radioactive carbon in the
atmosphere that this solar sunspot activity has, from time to time over the past few thousand
years, shown large variations. Of particular interest is the period known as the Maunder
Minimum in the 17th century when very few sunspots were recorded [39]. Studies of the
recent measurements of solar output correlated with other indicators of solar activity, when
extrapolated to this earlier period, suggest that the sun was a little less bright in the 17th
century, perhaps by about 0.4% or about 1 W m−2 in terms of the average solar energy incident
on the Earth’s surface. This reduction in solar energy may have been a cause of the cooler
period at that time known as the ‘Little Ice Age’. Careful studies have estimated that since
1850 the maximum variations in the solar energy incident on the Earth’s surface are unlikely
to be greater than about 0.5 W m−2 (figure 13). This is about the same as the change in the
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energy regime at the Earth’s surface due to ten years’ increase in greenhouse gases at the
current rate.

In the above, the effects of changes in the total solar energy have been considered. It is
also possible that climate could be affected through changes in the spectrum of solar radiation.
For instance, changes in the ultraviolet can affect the atmospheric ozone distribution that could
in turn influence the climate. However, insufficient evidence exists that this or other similar
mechanisms that have been proposed (e.g. through changes in solar cosmic rays) are leading
to significant climate change [40].

5.4. Estimates of radiative forcing (1750–2000)

From the information in section 3 regarding the changes in the concentrations of greenhouse
gases in the atmosphere and from knowledge of the detailed characteristics of the absorption
of these gases in the infrared, their radiative forcing can be calculated. In figure 13 are brought
together estimates of global average radiative forcing for the period from 1750 to 2000 for the
different greenhouse gases, for tropospheric aerosols of different origins and for changes in
solar radiation.

Two other contributions to radiative forcing are included in figure 13. The first is due
to changes in the albedo of the surface arising from land-use changes. The second is due to
changes in high cloud cover that arise from emissions of water vapour from aircraft. Many
examples exist of extensive contrail formation over regions where many aircraft flights regularly
occur. Aircraft may also influence cirrus cloud formation through the effect of the particles in
aircraft emissions. The overall greenhouse effect of aircraft has been estimated as up to the
equivalent of two or three times the effect of their CO2 emissions [43].

It is useful to be able to compare the radiative forcing generated by different greenhouse
gases. Because of their different life times, the future profile of radiative forcing due to
releases of greenhouse gases varies from gas to gas. An index called the Global Warming
Potential (GWP) has been defined that compares the time-integrated radiative forcing from the
instantaneous release of 1 kg of a given gas to that from the release of 1 kg of CO2. A time
horizon also needs to be specified for the period over which the integration is carried out.
Applying the GWPs to the emissions from a mixture of greenhouse gases enables the mixture
to be considered in terms of an equivalent amount of CO2. However, because GWPs for
different time horizons are very different, they are of limited application and must be used
with care.

6. Modelling the climate

6.1. The climate system

So far, our representation of the atmosphere has been of a vertical column representing the
global atmosphere—a simple one-dimensional model. This has provided a crude but useful
indication of the overall response so far as global average temperature change is concerned.
However, to calculate the response in more detail and to describe the likely impacts of climate
change, it is necessary to address the patterns of change in the horizontal and also to take
account of the influence of all components of the climate system (figure 14) including the
oceans and the cryosphere (i.e. the snow and ice). Large variations in space and time exist
for the various components of the Earth’s radiation budget shown in figure 2 and also for the
large amounts of energy that are transported from equatorial to polar regions and across lines
of longitude both by the atmosphere and the oceans [44]. The primary tool to describe the
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Figure 14. Schematic of the climate system and its components.

detailed climate response to changes in forcing is the numerical model of climate that includes
algorithmic descriptions of dynamical and physical processes and interactions between all
components of the climate system. As changes are made in the factors that force the climate,
the evolution of climate is calculated by integrating the appropriate equations as a function
of time.

The technique of numerical weather prediction was first established nearly ninety years
ago by an English mathematician, Lewis Fry Richardson [45] who made the first numerical
weather forecast during his spare moments while working for the Friends’ Ambulance Unit
in France during the First World War. But he was many years before his time! It was not
until some forty years later that, essentially using Richardson’s methods, the first operational
weather forecast was produced on an electronic computer. Computers more than one hundred
million times faster than the one used for that first operational forecast now run numerical
models that provide the basis of all weather forecasts. Early climate models were relatively
simple extensions of these atmospheric models to which a ‘slab’ ocean was added some 50 or
100 m deep, the approximate depth of the ‘mixed layer’ of ocean that responds to the seasonal
heating and cooling at the Earth’s surface. Ocean transports were introduced from empirical
data. Such models played an important part in model development but were of limited value
in predicting climate changes.

The atmosphere and ocean are strongly coupled together. Wind stress at the ocean
surface is the main driver for the ocean’s circulation and the input of water vapour into the
atmosphere through its latent heat release as it condenses is the main energy source of the
atmosphere’s circulation. Full climate models, therefore, couple the atmospheric and ocean
circulations (they are known as AOGCMs—atmosphere–ocean general circulation models)
taking particular care that exchanges at the ocean surface of heat, momentum and water are
adequately described (figure 15). In addition, a full climate model needs to follow changes in
the ice and land surface and fully describe interactions between all the components illustrated
in figure 14.
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Figure 15. Component elements and parameters of a coupled atmosphere–ocean model including
the exchanges at the atmosphere–ocean interface.

6.2. Formulation of a numerical climate model

Numerical models of the weather and the climate are based on the fundamental mathematical
equations that describe the physics and dynamics of the movements and processes taking
place in the atmosphere, the ocean, the ice and on the land surface [46]. Although they include
empirical information, they are not based to any large degree on empirical relationships—unlike
numerical models of many other systems, for instance in the social sciences. Most physical
processes in the model are parametrized, that is, they are described in terms of algorithms
(a process of step-by-step calculation) involving simple variables.

The variables (e.g. pressure, temperature, velocity, humidity (for the atmosphere), salinity
(for the ocean, etc) that are needed to describe the dynamics and physics are specified at a grid
of points covering the globe. Typical spacing between points is 100–300 km in the horizontal
for the atmosphere. For the ocean, because dynamical systems (e.g. large-scale eddies) are
smaller in scale, grid point separation is typically about half that in the atmosphere. For both
atmosphere and ocean, spacing in the vertical provides around 20 levels. The fineness of the
spacing is limited by the power of the computers currently available.

The basic dynamical equations are

• The momentum equations from Newton’s second law of motion (when applied to fluids
these are known as the Navier–Stokes equations). The horizontal acceleration of a volume
of fluid is balanced by the horizontal pressure gradient and the friction. Because the
Earth is rotating, the acceleration includes the Coriolis acceleration. The ‘friction’ in
the model mainly arises from motions smaller than the model’s grid spacing that are
parametrized.

• The hydrostatic equation. The pressure at a point is given by the mass of fluid above that
point. Vertical accelerations are neglected.

• The continuity equation. This ensures conservation of mass.
• The thermodynamic equation (the law of conservation of energy).
• The equation of state that relates fluid density to pressure, temperature, salinity (for the

ocean) and water vapour (for the atmosphere).
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In addition, a number of physical processes in the atmosphere or at the surface need to be
included through appropriate parametrizations, namely:

• Moist processes (such as evaporation, condensation, formation and dispersal of clouds).
• Absorption, emission and reflection of solar radiation and thermal radiation.
• Convective processes that occur on scales smaller than the grid spacing.
• Changes in the state of the underlying surface—sea ice or land (e.g. vegetation cover,

albedo and roughness)
• Exchanges of momentum (i.e. friction), heat and water (as vapour or liquid) at the ocean–

atmosphere interface or at the land surface.

Most of the equations in the model are differential equations. If the rate of change of
a quantity, such as fluid velocity, and its value at a given time are known, then its value
at a later time can be calculated by integration of the appropriate equations. Hence, the
model’s predictive powers. In general, the model is employed to investigate changes in
climate. Integrations can be carried out starting from an initial state generally specified
from observations.

The value of numerical climate models is their ability to add together the effects of a very
large number of dynamical and physical processes. Because these processes are all non-linear
in character, analytical methods are very limited in their capability to describe the complications
of the patterns of climate change on a global scale.

6.3. Feedbacks in the climate system

Feedbacks in the climate system, both positive and negative, were mentioned in section 2.
To elucidate these feedbacks correctly is one of the most important tasks of climate models.
The following four, that are implicit within the model formulations as described, are the
most important.

Water vapour feedback [47]. With a warmer atmosphere more evaporation occurs from the
ocean and from wet land surfaces. On average, therefore, a warmer atmosphere will possess a
higher water vapour content. Since water vapour is a powerful greenhouse gas, on average a
positive feedback results, of a magnitude that is estimated approximately to double the increase
in the global average temperature that would arise with fixed water vapour [48].

Cloud-radiation feedback. This is more complicated as several processes are involved.
Clouds interfere with the transfer of radiation in the atmosphere in two ways (figure 16).
First, they reflect a certain proportion of solar radiation back to space, so reducing the total
energy available to the system. Second, they absorb thermal radiation emitted by the Earth’s
surface so blanketing the surface in a similar way to greenhouse gases.

Which effect dominates for any particular cloud depends on the cloud temperature (and
hence on the cloud height) and on its detailed optical properties (e.g. its reflectivity to solar
radiation and its interaction with thermal radiation). The latter depends on its thickness,
whether the cloud is of water or ice, its liquid or solid water content and the average size
of the cloud particles. In general, for low clouds the reflectivity effect wins; for high clouds,
by contrast, the blanketing effect is dominant. The overall feedback effect of clouds, therefore,
can be either positive or negative. Climate is very sensitive to possible changes in cloud amount
or structure, as can be seen from the results of models discussed in later sections. To illustrate
this, table 2 shows that the hypothetical effect on the climate, of changes of a few per cent in
cloud cover is comparable with the expected changes due to a doubling of the carbon dioxide
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Figure 16. Schematic of the physical processes associated with clouds.

Table 2. Estimates of global average temperature changes under different assumptions about
changes in greenhouse gases and clouds.

Change in ˚C from current average
Greenhouse gases Clouds global surface temperature of ∼15˚C

As now As now 0
None As now −32
None None −21
As now None 4
As now As now but + 3% high cloud 0.3
As now As now but + 3% low cloud −1.0
Doubled CO2 concentration As now (no additional cloud 1.2

otherwise as now feedback)
Doubled CO2 concentration + Cloud feedback included 2.5 (range of uncertainty

best estimate of feedbacks 1.5–4.5)

concentration. The largest contribution to the range of uncertainty quoted in the last entry in
the table is that due to lack of knowledge regarding cloud feedback.

Ocean-circulation feedback [49]. In addition to the strong coupling between atmosphere
and oceans that has already been mentioned, oceans act on the climate in two other main
ways. First, they possess a large heat capacity compared with the atmosphere—the entire
heat capacity of the atmosphere is equivalent to less than 3 m depth of water. The oceans,
therefore, tend to warm much more slowly than the atmosphere and exert a dominant control
on the rate at which atmospheric changes occur. Second, through their internal circulation
they redistribute heat throughout the climate system. The amount of heat transported from the
equator to the polar regions by the oceans is substantially smaller than that transported by the
atmosphere [50]. However, the regional distribution of that transport is very different; even
small changes in that transport could have large implications for climate change. For instance,
the amount of heat transported by the north Atlantic Ocean is over 1000 terawatts (1015 W) or
about 100 times the total amount of commercial energy produced globally. To put it further
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in context, in winter, north-west Europe receives more energy from the ocean than from the
incoming solar radiation.

Ice-albedo feedback. An ice or snow surface is a powerful reflector of solar radiation (the
albedo is a measure of its reflectivity). As some ice melts at the warmer surface, solar radiation,
previously reflected back to space by the ice or snow, is absorbed leading to further increased
warming. This is another positive feedback that on its own would increase the global average
temperature rise due to doubled carbon dioxide by about 20%.

6.4. Model evaluation [51]

An obvious test of a climate model is to run it for a number of years of simulated time
and compare in detail the model-generated climate to the current observed climate in both
its average and its variability. Models have improved greatly in recent years against such
tests. However, it is also necessary to demonstrate the model’s ability to accurately simulate
changes in climate due to changing climate forcing. This has been done by testing the model’s
ability to simulate the effects of large perturbations of the climate, for instance such as arise
from El Niño events (see section 7.3) or from volcanic eruptions. For instance, climate
perturbations resulting from the eruption of Mount Pinatubo in 1991, both in the global
average [52] and regionally [53], were well simulated by models. Models have also been
tested through comparing data from paleoclimate studies with simulations of past climates
when the distribution of incident solar radiation on the Earth was substantially different from
that at present (see section 3.3). The increase in available computing power in recent years has
enabled comparisons to be made of model runs from different initial conditions (often referred
to as ensembles) [54], so exploring model ‘natural’ variability and prediction uncertainty (see
next section). Through these various studies confidence has been built in the value of models
to simulate changes of climate that occur because of human activities.

6.5. Climate and chaos

The section on climate modelling began by referring to weather forecasting models. The
limit of detailed weather prediction is about 14 days that arises from the ‘chaotic’ nature of
weather [54]—that is its sensitivity to the initial state from which the forecast began, the
influence of which, for a chaotic system grows exponentially with time. In fact, it was in
studying a simple model of weather in 1963 that Edward Lorenz first recognized chaotic
phenomena [55]. The question might be asked if weather prediction breaks down after such a
short period, how can we have confidence that realistic predictions can be made of climate, or
the average weather, over much longer periods.

In the last section, it was stated that confidence in models arises from their ability to
describe current climate and to simulate some of the effect of changes in climate forcing in
the past. But is there evidence apart from that of models to support the view that climate
is predictable? In section 3.3 we pointed out that the correlation between the Milankovitch
cycles in the Earth’s orbital parameters and the cycles of climate change (see section 3.3)
provides strong evidence to substantiate the Earth’s orbital variations as the main factor
responsible for triggering large climate changes, such as the ice ages, although the nature
of some of the feedbacks still needs to be understood. The existence of this surprising
amount of regularity suggests that the climate system is not strongly chaotic so far as these
large changes are concerned, but responds in a largely predictable way to Milankovitch
forcing. Changes in climate as a result of the increase of greenhouse gases are driven by
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changes in the radiative regime at the top of the atmosphere that are not dissimilar in kind
(although different in distribution) from the changes that provide Milankovitch forcing. It
can be argued, therefore, that the increases in greenhouse gases will also result in a largely
predictable response [56].

Despite the successes achieved by climate models, there remain large uncertainties [57].
The estimate of climate sensitivity in the range 1.5˚C to 4.5˚C has not been narrowed over
the last twenty years and regional climate change remains poorly predicted. Recent work by
Murphy et al [58] has explored the dependence of model values of climate sensitivity over
a range of 53 different parametrizations of key processes. They found a spread of climate
sensitivity from 1.9˚C to 5.3˚C that was only reduced to 2.4˚C to 5.4˚C (5% to 95% range)
when they weighted the parametrizations in favour of those that resulted in the best simulations
of observed climate. In a more extensive study [59]—an ensemble of over 2000 unique
simulations carried out using idle processing capacity on personal computers volunteered by
members of the general public—the range of sensitivities varied from just below 2˚C to over
11˚C. The existence of a long tail towards high values in this sensitivity distribution illustrates
the importance of further exploration and understanding of different parametrizations and
their formulation.

A fundamental problem with numerical models of both weather and climate is that of
adequately allowing for the effects of sub-grid-scale motions. For ocean–atmosphere coupled
global climate models, limitations of computer power imply that sub-grid-scale means anything
smaller than about 100 km. Parametrization schemes typically allow for these motions by
simple diffusive-type descriptions that do not allow small-scale motions to influence motions
on larger scales. However, turbulence occurs in the atmosphere on all scales. On scales larger
than about 10 km, the turbulence is limited by the atmosphere’s depth and is essentially two
dimensional in character. As Fjortoft [60] first showed, a characteristic of such turbulence
is that energy injected into the atmosphere not only cascades to smaller scales but also to
larger scales (a reverse cascade) [61]. This has serious implications for the prediction of
the influence of anthropogenic climate change on large-scale atmospheric circulation patterns
(see section 7.3).

6.6. Climate of the 20th century

More than fifteen centres in the world located in ten countries are currently running fully
coupled atmosphere–ocean general circulation models. Some of these have been employed
to simulate the climate of the last 150 years. An example compared with observed climate is
shown in figure 17; similar results have been obtained from many models.

Note from figure 17 that the inclusion of anthropogenic forcings provides a plausible
explanation for a substantial part of the observed temperature changes over the last century
(especially for the latter part of the century), but that the best match with observations occurs
when both natural and anthropogenic factors are included. Assumed changes in solar output and
the comparative absence of volcanic activity assist in providing explanations for the increase
in global average temperature during the first part of the century. The shorter term variability
shown in the model of about a tenth of a degree Celsius arises from internal exchanges in the
model between different parts of the climate system, and is not dissimilar to that which appears
in the observed record. It has also been possible from comparisons of results from regional
models with observations to attribute some of the patterns of regional change to anthropogenic
causes [63]. Allen et al [64] have used the constraints provided by the observed climate
on the simulations of models to quantify the uncertainty in forecasts for the first part of the
21st century.
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Figure 17. Annual global mean surface temperatures simulated by a climate model compared
with observations for the period 1860–2000 [62]. The simulations in (a) were done with only
natural forcings—solar variation and volcanic activity; in (b) with only anthropogenic forcings—
greenhouse gases and sulphate aerosols; and in (c) with both natural and anthropogenic forcings
combined. The simulations are shown in a band that covers the results from four runs with the
same model and, therefore, illustrates the scale of natural variability within the model.

Due to the slowing effect of the oceans on climate change, the warming observed or
modelled so far is less than would be expected if the climate system were in equilibrium under
the amount of radiative forcing due to the current increase in greenhouse gases and aerosols.
The increase in ocean heat content over the last 50 years has also been simulated by models
showing, when both natural and anthropogenic forcings are included, substantial agreement
with observations [65].

Since its formation in 1988 the IPCC has been much involved in the debate as to whether the
observed record provides evidence of the influence on the climate of the increase in greenhouse
gases. The evidence for both the detection and attribution 6 of climate change has grown
significantly stronger during this period. From studies of the global average temperature
increase as in figure 17 and also from studies of patterns of climate change over the globe,
the carefully worded conclusion reached in the IPCC 2001 Report [66] is the following: ‘In the
light of new evidence and taking into account the remaining uncertainties, most of the observed

6 Detection is the process of demonstrating that an observed change is significantly different (in a statistical sense)
than can be explained by natural variability. Attribution is the process of establishing cause and effect with some
defined level of confidence, including the assessment of competing hypotheses.
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Figure 18. (a) Anthropogenic emissions of CO2 for a representative 6 of the 35 SRES scenarios
developed by the IPCC; (b) atmospheric CO2 concentrations resulting from the emissions in (a).
Also shown is scenario IPCC IS 92a, a ‘business-as-usual’ scenario published by IPCC in 1992 [68]
and widely used. Substantial uncertainties exist in the conversion of emissions to concentrations
especially due to possible carbon cycle feedbacks—estimated in 2100 to be from about −10% to
+30% (see section 4.1).

warming over the last 50 years is likely 7 to have been due to the increase in greenhouse
gas concentrations.’

7. The climate of the 21st century and beyond

7.1. Emission scenarios

A starting point for any projections8 of climate change into the future is a set of descriptions
of likely future global emissions of greenhouse gases. These will depend on a variety
of assumptions regarding human behaviour and activities, including population, economic
growth, energy use and the sources of energy generation. Figure 18 shows scenarios of future

7 See footnote 8 for an explanation of ‘likely’ as used by the IPCC.
8 Model simulations of climate into the future depend on assumptions regarding future anthropogenic emissions of
greenhouse gases, which in turn depend on assumptions about many uncertain factors involving human behaviour.
They are therefore generally called ‘projections’ rather than ‘predictions’ to emphasise that what is being done is to
explore likely future climates which arise from a range of assumptions regarding human activities.
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Figure 19. Change in global average temperature change since pre-industrial times to the end of
the 21st century as simulated by seven climate models [70]. Historic anthropogenic global mean
temperature change and future changes for the SRES and IS 92a scenarios calculated using a simple
climate model tuned to seven AOGCMs (see section 6). The darker shading represents the envelope
of the full set of 35 SRES scenarios using the average of the model results (mean climate sensitivity
is 2.8˚C). The lighter shading is the envelope including all seven model projections (models climate
sensitivity in the range 1.7–4.2˚C; the range of model results for each scenario is also shown by
the bars on the rhs).

carbon dioxide emissions developed by the IPCC [67]; these are just examples of the many
scenarios that have been developed.

The SRES scenarios are based on four different story lines [69]:

A1 a future world of very rapid economic growth, a global population that peaks in mid-
century and declines thereafter and rapid introduction of new technologies, fossil fuel
intensive (A1F1), emphasis on non-fossil-fuel sources (A1T) and balanced technologies
(A1B);

A2 a very heterogeneous world with continuously increasing population;
B1 a convergent world with global population as A1 with rapid change to a service

and information economy with emphasis on global solutions to economic, social and
environmental sustainability;

B2 a world with emphasis on local solutions to economic, social and environmental
sustainability, increasing population at rate lower than A2.

7.2. Projections of global atmospheric temperature and precipitation

To develop projections of future climate, it is necessary first to turn the emission scenarios
into greenhouse gas concentrations in the atmosphere (see section 4 and figure 18(b)) and then
to radiative forcing (see section 5). Climate models incorporating the profiles of radiative
forcing can then be run into the future so as to provide simulations of future climate. We have
noted earlier that a measure for climate change that has been widely used is the change in
global average temperature. Figure 19 shows projections of global atmospheric temperature
rise from pre-industrial times to the end of the 21st century. It shows an increase of about 0.6˚C
up to the year 2000 and an increase ranging from about 2˚C to about 6˚C by 2100, the wide
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range resulting from the very large uncertainty regarding future emissions and also from the
uncertainty that remains regarding the feedbacks associated with the climate response to the
changing atmospheric composition (as described in section 6)9.

Compared with the temperature changes normally experienced from day to day and
throughout the year, changes of between 2˚C and 6˚C may not seem very large. But it is
in fact a large amount when considering globally averaged temperature. Compare it with the
5˚C or 6˚C change in global average temperature that occurs between the middle of an ice age
and the warm period in between ice ages (figure 8). The changes projected for the 21st century
are from one-third to a whole ice age in terms of the degree of climate change!

The rate of change of global average temperature projected for the 21st century is in
the range of 0.15–0.6˚C per decade—much larger than any rates of change the climate has
experienced for at least the past ten thousand years as inferred from paleoclimate data. As we
shall see when considering impacts (section 8), the ability of both humans and ecosystems to
adapt to climate change depends critically on the rate of change.

In many modelling studies of climate change, doubled pre-industrial atmospheric CO2

has often been introduced as a benchmark to assist in comparisons between different model
projections and their possible impacts. Since other greenhouse gases are also increasing and
contributing to the radiative forcing it is often helpful to convert other greenhouse gases to
equivalent amounts of CO2 that would give the same radiative forcing [71]. For instance, the
increases to date in the greenhouse gases (including ozone) other than CO2 produce about
50% of the radiative forcing due to the increase in CO2 (see figure 13). This proportion
will drop substantially during the next few decades as the growth in CO2 becomes more
dominant. For the set of IPCC scenarios, doubling of the equivalent CO2 amount from pre-
industrial times will occur between 2040 and 2070 depending on the scenario. Because
of the slowing influence of the oceans, the full global average temperature increase of
about 2.5˚C for doubled carbon dioxide will not be realized for 20 or 30 years after the
doubling occurs.

So far, we have been presenting results solely for atmospheric surface temperature change.
An even more important indicator of climate change is precipitation. With warming at the
Earth’s surface, increased evaporation from the oceans and from many land areas will lead,
on average, to increased atmospheric water vapour content and therefore also, on average,
to increased precipitation. The nature of the atmosphere’s hydrological cycle dominated
by the condensation of water vapour leads to an expectation that the atmosphere’s average
relative humidity should remain about the same irrespective of changes in the average surface
temperature [72]. The atmosphere’s water vapour content, therefore, should increase as its
water holding capacity increases by about 6.5% per ˚C 10. Model projections indicate increases
in precipitation broadly related to surface temperature increases of about 3% per ˚C [73]—but
also see section 7.5.

7.3. Regional patterns of climate change

So far we have been presenting climate change in terms of global averages. However, it is in
the regional or local changes that the effects and impacts of global climate change will be felt.
Because of the way the atmospheric circulation operates and the interactions that govern the
behaviour of the whole climate system, climate change over the globe will not be at all uniform.

9 Note that the uncertainty ranges in figure 17 do not include those that arise from lack of knowledge concerning
climate feedbacks on the carbon cycle (see section 4.1).
10 Related through the Clausius Clapeyron equation e−1 de/dT = L/RT 2 where e is the saturation vapour pressure
at temperature T , L the latent heat of evaporation and R the gas constant.
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For instance, because of the smaller thermal capacity of the land surface, land areas typically
experience 40% greater warming than ocean areas. Larger warming is also experienced at
high northern latitudes in winter associated with reduced sea ice and snow cover.

Even larger variations in precipitation are projected. Although, on average, globally
precipitation increases there are large regional variations and large areas where there are
likely to be decreases in average precipitation and changes in its seasonal distribution. For
instance, at high northern latitudes large increases are projected in winter and over south Asia
in summer. Southern Europe, Central America, Southern Africa and Australia are likely to
have drier summers.

Much natural climate variability occurs because of changes in, or oscillations between,
persistent climatic patterns or regimes. Many such regimes originate because of strong
connections between patterns of sea surface temperature and atmospheric circulation. The
best known and most dominant pattern is the El Niño Southern Oscillation (ENSO). About
every three to five years (often occurring around Christmas time—hence the name El Niño),
movements in the Pacific ocean transport a large volume of warm water to a region of the south
Pacific off the coast of Peru. Associated with this pattern, there occur droughts in Australia
and many parts of Africa, floods in parts of the Americas and climate extremes elsewhere
in the world. Further examples of climatic regimes are the Pacific, North Atlantic Anomaly
(PNA), that tends to lead to very cold winters in the eastern United States and the North
Atlantic Oscillation (NAO), which has a strong influence on the character of the winters in
north-west Europe.

Important components of anthropogenic climate change can be expected to be in the form
of changes in the intensity or frequency of established climate patterns illustrated by these
regimes [74]. Although there is little consistency as yet between models regarding projections
of many of these patterns, recent trends in the tropical Pacific for the surface temperature
to become more El Niño-like are projected to continue by many models. There is also
evidence that warming associated with increasing greenhouse gas concentrations will cause an
intensification of the Asian summer monsoon and an increase of variability in its precipitation.
The influence of increased greenhouse gases on major climate regimes, especially the El Niño,
is an important and urgent area of research.

The large variations in regional forcing due to aerosols produce substantial regional
variations in the climate response. Detailed regional information from the best climate models
needs to be employed to assess the climate change under different assumptions about the
increases in both greenhouse gases and aerosols.

7.4. Regional climate models

Most of the regional changes mentioned so far have been on the scale of continents; these
can be studied with general circulation models of the kind described in section 6. For
studies on smaller scales, however, such models possess severe limitations arising from
the coarse size of their horizontal grid—typically 300 km. To overcome these limitations,
regional climate models (RCMs) have been introduced with much higher resolution, typically
about 50 km. They cover a limited region and are ‘nested’ in a global circulation model
that defines the varying boundary conditions at the edges of an RCM. They have achieved
considerable success in providing simulations of regional detail and extremes, especially for
precipitation. However, it is important to realize that, because of the greater natural variability
apparent in local climate compared with climate averaged over continental scales, climate
change projections on local and regional scales are bound to be more uncertain than those on
larger scales.
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Figure 20. Schematic diagrams showing the effects on extreme temperatures when (a) the mean
increases, leading to more record hot weather, (b) the variance increases and (c) when both the
mean and the variance increase, leading to much more record hot weather [75].

7.5. Changes in climate extremes

Most of the presentation so far has concerned average climate. However, it is not the changes
in average climate so much as the extremes of climate—droughts, floods, storms and extremes
of temperature in very cold or very warm periods—that provide the largest impact on our
lives.

The most obvious change to be expected in extremes is a large increase in the number
and severity of extremely warm days (figure 20) coupled with a decrease in the number
of extremely cold days. A number of model projections show a generally decreased daily
variability of surface air temperature in winter and increased daily variability in summer in
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Figure 21. Changes in the frequency of occurrence of different daily rainfall amounts with doubled
CO2 as estimated by a CSIRO model in Australia [78].

Northern Hemisphere land areas, suggesting that the situation in figure 20(c) could apply in
these areas (figure 26 shows an example).

However, the greatest impact is likely to occur with changes connected with precipitation
events, especially precipitation intensity. Moderate rainfall soaks into the soil and benefits
plants. However, the same rainfall falling with greater intensity in a shorter period can lead
to floods, run off, less soil moisture and may also cause damage. In heavy rainfall events,
the intensity is dependent on the total water vapour available from the volume of air drawn in
by the storm’s circulation [76]; this rises by about 6.5% per ˚C (section 7.2). Further, since
many storms, especially in tropical areas, obtain most of their energy from the release of latent
heat of condensation, larger increases in rainfall intensity could occur. Many model studies
confirm these results (figure 21) that mean, with increasing temperature, a large rate of increase
in the likelihood of floods. For instance, a recent modelling study (figure 22) has shown that,
with doubled CO2 concentration, the probability of extreme seasonal precipitation in winter is
likely to increase over large areas of central and Northern Europe and to decrease over parts of
the Mediterranean and north Africa. In parts of central Europe, increases are indicated in the
return period of extreme rainfall events of about a factor of five (e.g. from 50 years to 10 years).
Similar results have been obtained in a study of major river basins around the world [77].

Note also from figure 21 that the number of days with lighter rainfall events (less than
6 mm/day) is expected to decrease. This is because, with the more intense hydrological cycle,
a greater proportion of the rainfall will fall in the more intense events and further, in regions
of convection, the areas of downdraught become drier as the areas of updraught become more
moist. In many areas with relatively low rainfall, therefore, the rainfall will tend to become less.
Further, in such areas it is likely that the number of rainy days will be substantially fewer with
more chance of prolonged periods of no rainfall at all; in other words, much more likelihood
of drought. Further, the higher temperatures will lead to increased evaporation reducing
the amount of moisture available at the surface—thus adding to the drought conditions. The
proportional increase in the likelihood of drought is much greater than the proportional decrease
in average rainfall. The impact of this is considered in more detail in section 8.

What about other climate extremes, intense storms or storm surges, for instance?
Regarding tropical cyclones (hurricanes and typhoons), the energy for their development and
maintenance largely comes from the latent heat of water that condenses in the clouds within the
storms. Model projections and theoretical studies suggest that, if carbon dioxide concentration
is doubled, the peak wind intensities will tend to increase by 5% or 10% and the mean and
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Figure 22. The changing probability of extreme season precipitation in Europe in winter as
estimated from an ensemble of 19 runs with a climate model starting from slightly different initial
conditions. The figure shows the ratio of probabilities of extreme precipitation events in the years
61–80 of 80 year runs that assumed an increase of CO2 concentration of 1% per year (hence
doubling in about 70 years) compared with control runs with no change in CO2 [79].

peak precipitation intensities by 20% to 30%. However, although models can take all the
relevant factors into account, because of the relatively large size of their grid, they are unable
to simulate reliably all the detail of relatively small disturbances like tropical cyclones. There is
no consistent evidence from model projections of changes in the frequency of tropical cyclones
or their areas of formation.

Regarding storms at mid-latitudes, the various factors that control their incidence are
complex. Two factors tend to an increased intensity of storms. The first, as with tropical
storms, is that higher temperatures, especially of the ocean surface, tend to lead to more energy
being available. The second factor is that the larger temperature contrast between land and sea,
especially in the Northern Hemisphere, tends to generate steeper temperature gradients, which
in turn generate stronger flow and greater likelihood of instability. The mid- to north-Atlantic
region is one area where such increased storminess might be expected; a number of model
projections under doubled carbon dioxide concentration show increase in the average intensity
of depressions although not in their number [80]. However, there is little agreement in the
underlying mechanisms leading to this result [81].

Many research centres are pursuing detailed studies of the influence of increased
greenhouse gases on extreme events and climate variability; quantitative projections are
urgently required. For some other extremes such as very small-scale phenomena (e.g.
tornadoes, thunderstorms, hail and lightning) that cannot be simulated by global models there
is currently insufficient information to assess recent trends, and understanding is inadequate
to make firm projections.
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Figure 23. Illustrating deep water formation and the thermohaline circulation [84].

7.6. Longer-term climate change

From the beginning of the industrial revolution until 2000 the burning of fossil fuels released
approximately 600 Gt of carbon in the form of CO2 into the atmosphere. Under the SRES A1B
scenario (figure 18) a further 1500 Gt will be released by the year 2100. The reserves of fossil
fuels in total are sufficient to enable their rate of use to continue to grow well beyond the year
2100. If that were to happen the global average temperature would continue to rise and could, in
the 22nd century, reach very high levels, perhaps up to 10˚C higher than today. The associated
changes in climate would be correspondingly large and could well be irreversible [82].

Much of what has been presented so far has been concerned with the direct effects of
increased temperature and precipitation. There are additional substantial non-linear effects
that could result in large and irreversible changes. Three of these will be mentioned.

The first is that of positive feedbacks on the carbon cycle due to climate change, mentioned
in section 4 (figure 12) and as an uncertainty in the caption to figure 18(a). Taking this effect into
account would add about a further 1˚C to the projected increase in global average temperature
in 2100 at the top end of the range shown in figure 19.

The second concerns possible changes in the ocean’s thermohaline circulation (THC).
This is a current that circulates in the deep ocean (figure 23) driven to a large degree by the
descent of water in the Greenland sea and Labrador sea areas of the north Atlantic ocean.
Water that has originated in the tropics and moved north in the Atlantic, undergoing a lot
of evaporation, is both salty and cold—hence it is unusually dense and readily sinks. With
global warming, there is additional fresh water input at high latitudes because of increased
precipitation and ice melt. As a result, the THC will weaken and less heat will flow northward
from tropical regions to the north Atlantic. All coupled ocean–atmosphere GCMs show this
occurring, although in varying degrees, resulting in less warming in the region of the north
Atlantic (including north-west Europe)—although none show actual cooling occurring in this
region during the 21st century. There is also evidence that large changes in the THC have
occurred in the past [83]. In the longer term, some models show the THC actually cutting off
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completely after two or three centuries of increasing greenhouse gases. Intense research is
being pursued—both observations and modelling—to elucidate further likely changes in the
thermohaline circulation and their possible impact.

The third non-linear effect that concerns the major ice sheets in Greenland and Antarctica
will be addressed when sea-level rise is considered in the next section.

8. The impacts of climate change

8.1. The complexity of impact assessment

We have seen that climate change is complex and variable both in space and time. The likely
impacts on human communities and ecosystems will also be complex. There is also much
variability in important factors relevant to climate change such as sensitivity (i.e. the degree to
which a system is affected either adversely or beneficially), adaptive capacity (i.e. the ability
of a system to adjust) and vulnerability (i.e. the degree to which a system is susceptible to or
unable to cope with adverse effects). Different ecosystems, for instance, will respond very
differently to changes in temperature, precipitation or other climate variables. For humans, it is
the least developed countries that in general are most vulnerable; they are likely to experience
more of the damaging climate extremes and also have less capacity to adapt.

A few impacts of climate change will be positive so far as humans and ecosystem
productivity are concerned. For instance, in parts of Siberia or Northern Canada increased
temperature will tend to lengthen the growing season with the possibility of growing a greater
variety of crops. In some areas, increased carbon dioxide will aid the growth of some
types of plants leading to increased crop yields (see section 8.4). However, because over
centuries human communities have adapted their lives and activities to the present climate,
most changes in climate will tend to produce adverse impacts. If changes occur rapidly, urgent
and possibly costly adaptation to a new climate will be required by the affected community.
An alternative might be for that community to migrate to a region where less adaptation would
be needed—a solution that has become increasingly difficult or, in some cases, impossible
in the modern crowded world. Further, adverse impacts are likely to lead to insecurity and
conflicts particularly due to increased competition for scarce resources.

Assessment of the impacts of global warming is also made more complex because
global warming is not the only human-induced environmental problem. Loss of soil and
its impoverishment (through poor agricultural practice), over-extraction of groundwater and
damage due to acid rain are examples of environmental degradations on local or regional scales
that are having a substantial impact now [85]. They will tend to exacerbate the negative impacts
arising from global warming.

The assessment of climate change impacts, adaptations and vulnerabilities draws on a wide
range of physical, biological and social science disciplines and consequently employs a large
variety of methods and tools. It is, therefore, necessary to integrate information and knowledge
from these diverse disciplines. Such a process is often known as Integrated Assessment.

The following paragraphs will look briefly at various impacts in turn.

8.2. Sea-level rise

The largest contribution to sea-level rise in the 21st century is expected to be from the thermal
expansion of ocean water as it warms. Calculation of the precise amount of expansion is
complex because it depends critically on the water temperature and also because of the long
time taken (decades to centuries) for warming at the surface to penetrate to lower ocean levels.
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Figure 24. Global average sea-level rise 1990–2100 for the SRES scenarios [87]. Each of the
lines identified in the key is the average of the AOGCMs for one of the six illustrative SRES
scenarios. The region in dark shading shows the range of the average of AOGCMs for all 35 SRES
scenarios. The region in light shading shows the range of all AOGCMs for all 35 scenarios. The
region delimited by the outermost lines shows the range of all AOGCMs and scenarios including
uncertainties in land-ice changes, permafrost changes and sediment deposition. Note that this range
does not allow for uncertainty relating to ice-dynamical changes in the West Antarctic ice sheet (see
text). The bars at the right show the range in 2100 of all AOGCMs for the six illustrative scenarios.

Therefore, to calculate the sea-level rise due to thermal expansion—its global average and its
regional variations—it is necessary to employ the results of an ocean climate model, of the
kind described in section 6.

The other main contribution is expected to come from melting of glaciers. Substantial
glacier retreat has occurred in recent decades adding an estimated 2–4 cm to the sea-level
rise of between 10 and 20 cm in the 20th century [86]. If all glaciers outside Antarctica and
Greenland were to melt, the rise in sea level would be about 50 cm (between 40 and 60 cm).
The net contributions at the present time from the ice caps of Greenland and Antarctica are
believed to be small (but see below).

The average sea-level rise during the 21st century for each of the SRES emission scenarios
has been calculated by adding up the various contributions (figure 24). The large uncertainties
in the estimates arise mainly from uncertainties in emissions scenarios, model uncertainty
(cf figure 19) and glacier melt. The total range of uncertainty by 2100 is from about
10 to 90 cm.

The projections in figure 24 apply to the next 100 years. During that period, because of
the slow mixing that occurs only a small part of the oceans will have warmed significantly.
Sea-level rise resulting from global warming will, therefore, lag behind temperature change
at the surface. During the following centuries, as the rest of the oceans gradually warm, sea
level will continue to rise at about the same rate, even if the average temperature at the surface
were to be stabilized.

What about the major ice sheets; will their contribution continue to be small in the future?
For both ice-sheets there are two competing effects. In a warmer world, there is more water
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vapour in the atmosphere that leads to more snowfall. But there is also more ablation (erosion
by melting) of the ice around the boundaries of the ice-sheets and calving of icebergs during
summer months. For Antarctica, the present estimates are that accumulation is greater than
ablation, leading to a small net growth. However, it is possible that larger changes in the
ice sheets may begin to occur. The Greenland ice sheet is probably the more vulnerable; its
complete melting will cause a sea-level rise of about 7 m. Model studies of the ice sheet show
that, with a rise in summer temperature in the region of Greenland of more than 3˚C—likely to
be realized within a few decades—ablation will significantly overtake accumulation and melt
down of the ice cap will begin. Such melt down is likely to be irreversible. If the temperature
continued to rise to say 8˚C or more, much of the melt down would occur during the next
1000 years [88]. Turning to the Antarctic ice-sheet, the part that is of most concern is in
the west of Antarctica (around 90˚ W longitude); its disintegration would result in about 6 m
of sea-level rise. Because a large portion of it is grounded well below sea level it has been
suggested that rapid ice discharge could occur if the surrounding ice shelves are weakened.
In the absence of such rapid change, about which studies at present are inconclusive [89], the
contribution of the West Antarctic Ice Sheet to sea-level rise over the next millennium will be
less than 3 m 11.

A rise in average sea level of 10 cm by 2030 and about half a metre by the end of the 21st
century (typical values from figure 24) may not seem a great deal. Many people live sufficiently
above the level of high water not to be directly affected. However, half of humanity inhabits
the coastal zones around the world. Within these, the lowest lying are some of the most fertile
and densely populated. To people living in these areas, even a fraction of a metre increase in
sea level can add enormously to their problems [90]12. Some of the areas that are especially
vulnerable are first, large river delta areas, for instance Bangladesh, second, areas very close
to sea level where sea defences are already in place, for instance the Netherlands and third,
small low-lying islands in the Pacific and other oceans. Here, we just consider the example
of Bangladesh.

Bangladesh is a densely populated country of about 120 million people located in the
complex delta region of the Ganges, Brahmaputra and Meghna Rivers [91]. About 10% of
the country’s habitable land (with about 6 million population) would be lost with half a metre
of sea-level rise and about 20% (with about 15 million population) would be lost with a 1 m
rise [92] (figure 25). Estimates of the sea-level rise are of about 1 m by 2050 (compounded by
70 cm due to subsidence because of land movements and removal of groundwater and 30 cm
from the effects of global warming) and nearly 2 m by 2100 (1.2 m due to subsidence and
70 cm from global warming) [93]—although there is a large uncertainty in these estimates.
Further exacerbation of the impact will arise through the combination of sea-level rise with
likely increases in the intensity of storm surges in that region. Further, increased salt water
intrusion into ground water will occur in many low lying regions. Similar situations to that in
Bangladesh exist in other parts of south-east Asia [94], the Nile delta region of Egypt [95] and
delta regions in other parts of Africa and the Americas.

It is not only in places where there is dense population that there will be adverse effects.
The world’s wetlands and mangrove swamps currently occupy an area of about a million square
kilometres (the figure is not known very precisely), equal approximately to twice the area of
France. They contain much biodiversity and their biological productivity equals or exceeds
that of any other natural or agricultural system. Over two-thirds of the fish caught for human
consumption, as well as many birds and animals, depend on coastal marshes and swamps for

11 Professor Chris Rapley, of the British Antarctic Survey has recently reported observations of acceleration in the
movement of the outlet glaciers from the West Antarctic Ice Sheet, that could lead to surging as shelves break away.
12 The regional chapters also contain information about impacts of sea-level rise.
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Figure 25. Land affected in Bangladesh by various amounts of sea-level rise [96].

part of their life cycles, so they are vital to the total world ecology. These areas could not
adjust to the rapid rate of sea-level rise that is likely and in many cases would be unable to
extend inland. Net loss of wetland area will therefore occur [97].

8.3. Fresh water resources

The global water cycle is a fundamental component of the climate system. Water is cycled
between the oceans, the atmosphere and the land surface. Water is also an essential resource for
humans and for ecosytems. During the last 50 years water use has grown over threefold [98];
it now amounts to about 10% of the estimated global total of river and groundwater flow from
land to sea. Increasingly, water is used for irrigation. In India about 75% of available water is so
used. Water from major rivers is often shared between nations; its growing scarcity is a potential
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source of conflict. In many areas, groundwater extraction greatly exceeds its replenishment—a
situation that cannot continue indefinitely.

With global warming, there will be substantial changes in water availability, quality and
flow. On average, some areas will become wetter and others drier. Substantial changes in
variations of flow during the year will also occur as glaciers and snow cover diminishes leading
to less spring melt. Much of these changes will exacerbate the current vulnerability regarding
water availability and use. Especially vulnerable will be continental areas where decreased
summer rainfall and increased temperature result in a substantial loss in soil moisture and
increased likelihood of drought.

Even greater impact is likely to occur because of increased frequency and intensity of
extremes, especially floods and droughts (see section 7.5). Such disasters are the most
damaging disasters the world experiences; on average they cause more deaths, misery and
economic loss (see section 8.8) than other disasters. They are especially damaging to
developing countries where, in general, they are more likely to occur and where there is
inadequate infrastructure to cope with them. Impacts of climate change on fresh water
resources are likely to be exacerbated by other pressures, e.g. population growth, land-use
change, pollution and economic growth.

Some of the adverse impact on water supplies can be reduced by taking appropriate
alleviating action, by introducing more careful and integrated water management [99] and by
introducing more effective disaster preparedness in the most vulnerable areas.

8.4. Agriculture and food supply

Climate change would affect agriculture and food supply through its impact on crops, soils,
insects, weeds, diseases and livestock. Three factors are particularly important; changes in
water availability (see section 8.3), changes in temperature and the effect of increased CO2

on plant growth. Higher CO2 concentrations stimulate photosynthesis, enabling some plants
(e.g. wheat, rice and soya bean) to fix carbon at a higher rate. This is why in glasshouses
additional CO2 may be introduced artificially to increase productivity. Under ideal conditions
it can be a large effect (for doubled CO2 up to an average of +30% [100]). However, under real
conditions on the large scale, where water and nutrient availability are also important factors,
increases tend to be substantially less than what is potentially possible [101]. For instance, for
cereal crops in mid-latitudes, potential yields are projected to increase for small increases in
temperature (2–3˚C) but decrease for larger temperature increases13.

In a world influenced by global warming, crop patterns will change. But the changes
will be complex; economic and other factors will take their place alongside climate change in
the decision-making process. To estimate the effect of climate change on world food supply,
elaborate modelling studies have been carried out [103]. These start with climate change
scenarios for different locations and times that are inserted into crop models that then produce
projected changes in crop yields. Included also are farm level adaptations (e.g. planting date
shifts, more climatically adapted varieties, irrigation and fertilizer application). These yield
changes are then employed as inputs to a world food trade model that includes assumptions
about global parameters, such as population growth and economic factors. The outputs from
the total process provide information projected up to the 2080s on food production, food prices
and the number of people at risk of hunger.

The main results from this modelling work for the 21st century are that yields at mid- to
high latitudes are expected to increase and at low latitudes (especially the arid and sub-humid
tropics) to decrease—a pattern that becomes more pronounced as time progresses. Many

13 Because of large uncertainties, the IPCC only ascribed it medium confidence (see footnote 18 for explanation).
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parts of Africa are particularly likely to be seriously affected. For the world as a whole,
with appropriate adaptation, the effect on total global food supply is not likely to be large.
However, these studies are complex and at an early stage; they have not yet adequately taken
into account the likely effects of climate extremes (especially the incidence of drought), of
increasingly limited water availability or of other factors such as the integrity of the world’s soils
(currently being degraded at an alarming rate) [104] or feedbacks between land-use changes
and the climate system (cf figure 13).

Perhaps the most serious issue exposed by the studies is that climate change is likely
to affect countries very differently. Production in developed countries with relatively stable
populations may increase, whereas that in many developing countries with growing populations
is likely to decline. Disparity between developed and developing nations will tend to become
much larger. Since agriculture is the main source of employment in many developing
countries, there could be enhanced deprivation and large numbers of environmental refugees
(see section 8.8).

In looking to future needs, two activities are particularly important. First, there is large
need in developing countries for technical advances in agriculture (e.g. in crop breeding and
management) requiring investment and widespread local training. These could immediately
assist in the improvement of productivity in marginal environments. Second, improvements
need to be made in the availability and management of water for irrigation, especially in arid
or semi-arid areas of the world.

8.5. Ecosystems

About 10% of the world’s land area is under cultivation. The rest is to a greater or lesser
extent unmanaged by humans. Of this about 30% is natural forest. Within this area climate is
the dominant factor determining the distribution of biomes. Large changes in this distribution
have occurred during the relatively slow climate changes in the past. It is the very rapid rate
of change of climate that will cause excessive stress on many systems. How much it matters
depends on the species and the degree of climate change (e.g. temperature increase or water
availability). Two particularly vulnerable types of species are trees and coral. The viability of
some large areas of tropical forests under climate change is of especial concern. Many corals
are already suffering from bleaching caused by increased ocean temperatures. Further, as large
quantities of extra carbon dioxide are dissolved in the oceans, their acidity increases posing a
serious threat to living systems in the oceans especially to corals14.

A further concern about natural ecosystems relates to the species diversity and the
unprecedented loss of species and hence of biodiversity due to the impact of climate change—
especially when that impact is added to other stresses on ecological systems due to human
activities (e.g. land conversion or degradation, deforestation and pollution) [105].

8.6. Human health

Human health will be affected by many of the impacts described in previous paragraphs such
as deteriorating water availability, food shortages and more intense and more frequent floods
and droughts. Increased spread of insect-borne diseases, such as malaria, is also likely in
a warmer world. The main direct effect of climate change on humans themselves will be
that of heat stress in the extreme high temperatures that will become more frequent and more
widespread especially in urban populations. Studies using data from large cities where heat

14 Information presented by the Plymouth Marine Laboratory to the Climate Change conference held in Exeter UK
in February 2005.
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Figure 26. Distribution of average summer temperatures (June, July, August) in Switzerland from
1864 to 2003 showing a fitted Gaussian probability distribution—standard deviation 0.94˚C . The
2003 value is 5.4 standard deviations from the mean showing it to be an extremely rare event. Also
shown are return periods calculated from conventional statistics assuming no warming trend.

waves commonly occur show death rates that can be doubled or tripled during days of unusually
high temperatures [106]. On the positive side, mortality due to periods of severe cold in winter
will be reduced.

An example of record extreme high temperatures is the heat wave in Europe during June,
July and August, 2003. At many locations temperatures rose above 40˚C. In France, Italy,
the Netherlands, Portugal and Spain over 20 000 additional deaths were attributed to the
unrelenting heat. Figure 26 illustrates the extreme rarity of this event. Studies show that
it is very likely that a large part of its cause is due to the increase in greenhouse gases,
that by 2050 such a summer would be likely to be the norm and by 2100 would likely be
a cool summer [107].

8.7. Adaptation and mitigation

An integrated view of anthropogenic climate change is presented in figure 27. It shows two
kinds of action that can be taken—adaptation to reduce the impacts of climate change as it
occurs and mitigation to reduce emissions of greenhouse gases that in turn will reduce the
amount of climate change. Some of the impacts of anthropogenic climate change are already
becoming apparent and a degree of adaptation is already a necessity. Many adaptation options
have already been identified [109] that can reduce the adverse impacts of climate change
and can also produce ancillary benefits, but they cannot prevent all damages. Of particular
importance is the requirement for adaptation to extreme events and disasters such as floods,
droughts and severe storms [110]. Vulnerability to such events can be substantially reduced
by more adequate preparation15. Options for mitigation are listed in section 11.

Associated with both the science and the impacts of climate change are considerable
uncertainties—many of these have been mentioned in the preceding sections. Politicians and
others making decisions are, therefore, faced with the need to weigh all aspects of uncertainty
against the desirability and the cost of the various actions that can be taken in response to the
threat of climate change.

15 As an example of progress with respect to disaster preparedness, the International Red Cross has recently formed
a Climate Change Unit based in the Netherlands.
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Figure 27. Climate change—an integrating framework [111]. A complete cycle of cause and effect
is shown beginning with economic activity (lower right-hand corner) that results in emissions of
greenhouse gases (of which CO2 is the most important) and aerosols. These emissions lead to
changes in atmospheric composition and hence to changes in climate that impact both humans and
natural ecosystems and affect human livelihood, health and development. An anticlockwise arrow
represents other effects of development on human communities and natural systems, for instance
changes in land use that lead to deforestation and loss of biodiversity.

8.8. Costing the impacts

Probably the largest impact of climate change will be that of the increased number and intensity
of extreme events. We noted in section 3 the recent increase in extreme events and the interest
of insurance companies who have tracked increasing damage from them in recent decades
(figure 7). Not that insured losses are a good guide to total loss. For instance, the insured
losses for Hurricane Mitch that hit Central America in 1998 were small. However, 9000 people
died and the losses in Honduras and Nicaragua, respectively, amounted to about 70% and 45%
of their annual gross national product (GNP) [112]. China is a country particularly prone to
natural disasters; from 1989 to 1996 they resulted in an average annual loss equivalent to nearly
4% of GDP [113].

A number of economic studies have attempted to estimate the average annual cost in
monetary terms of the impacts that would arise under the climate change due to a doubling
of pre-industrial atmospheric CO2 concentration that will likely occur later in the 21st
century [114]. If some allowance is added for the impact of extreme events, the estimates
are typically around 1% or 2% of GDP for developed countries and around 5 per cent or more
for developing countries—in general substantially greater than the cost of taking action to
slow the onset of global warming or reduce its overall magnitude (see section 10). But it is
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important to realize that these attempts at monetary costing can only represent a part of the
overall impact story. Many of them have not allowed for the substantial costs of adaptation.
Further, any assessment of impacts has to take into account the cost in human terms and the
large social and political disruption some of the impacts will bring. In particular, it is estimated
that there could be up to 3 million new environmental refugees each year or over 150 million
by the middle of the 21st century [115].

9. International policy and action

As observational and modelling tools for studying the climate advanced during the 1970s and
1980s, the attention of scientists became increasingly directed towards the effects on the climate
of human activities. A scientific conference in 1985 organized by the Scientific Committee on
Problems of the Environment (SCOPE) a committee of the International Council of Scientific
Unions led to an important publication [116] that described the adverse effects that could
result from continued and increased anthropogenic emissions of CO2. That in turn led to
increasing awareness amongst politicians of the scale of the potential problem. Two important
international bodies were created, one in 1988 concerned with science (the IPCC) and one
in 1992 with policy (the Framework Convention on Climate Change (FCCC)). These will be
introduced briefly in turn.

9.1. The Intergovernmental Panel on Climate Change (IPCC)

The IPCC was formed jointly by two United Nations bodies, the World Meteorological
Organisation (WMO) and the United Nations Environment Programme (UNEP) with a remit to
prepare thorough assessments of climate change, its causes and effects. The Panel established
three working groups, one to deal with the science of climate change, one with impacts and a
third with policy responses. The IPCC has produced three main comprehensive reports [117],
in 1990, 1995 and 2001 together with a number of special reports covering particular issues.
This review has already referred widely to these reports.

Three important factors have contributed to the authority and success of the IPCC’s
reports [118]. The first is the emphasis on delineating between what is known with
reasonable certainty and what is uncertain—differentiating so far as possible between degrees
of uncertainty16. The second is the involvement in the writing and reviewing of the reports of
as many as possible of the world’s climate scientists, especially those leading the field. For
the third assessment report in 2001, those taking part had grown to 123 lead authors and 516
contributing authors, together with 21 review editors and 420 expert reviewers involved in the
review process. The thorough debate by scientists during the assessment process ensures that
the scientific community is well informed on a broad front. No previous scientific assessments
on this or any other subject have involved so many scientists so widely distributed both as
regards their countries and their scientific disciplines.

A third factor arises because the IPCC is an intergovernmental body and governments
are involved in its work. Each report includes a Summary for Policymakers (SPM), the
wording of which is approved in detail at a plenary meeting of the Working Group, the object
being to reach agreement on the science and on the best way of presenting it to policymakers
with accuracy and clarity. It is the presentation that is particularly the responsibility of the
government representatives. At the plenary meeting in Shanghai where the 2001 Working
Group I SPM was unanimously agreed, 99 government representatives were present, along

16 Refer to footnote 8 for explanation of IPCC’s quantification of uncertainty.
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with 45 representatives from the scientific community. Having been part of the process,
governments as well as scientists feel ownership of the Reports—an important factor when it
comes to policy negotiations.

9.2. The Framework Convention on Climate Change (FCCC)

The FCCC, signed by over 160 countries at the United Nations Conference on Environment
and Development held in Rio de Janeiro in June 1992, came into force in 1994. It has set the
agenda for action to slow and stabilize climate change. The FCCC recognizes the reality of
global warming together with the uncertainties associated with predictions of climate change
and states that mitigating action needs to be taken despite the uncertainties. It also points out
that developed countries should take the lead in this action.

The long-term objective of the Convention, expressed in Article 2, is

to achieve . . . stabilization of greenhouse gas concentrations in the atmosphere at
a level that would prevent dangerous anthropogenic interference with the climate
system. Such a level should be achieved within a time-frame sufficient to allow
ecosystems to adapt naturally to climate change, to ensure that food production is not
threatened and to enable economic development to proceed in a sustainable manner.

In setting this objective, the Convention has recognized that it is only by stabilizing
the concentration of greenhouse gases (especially CO2) that rapid climate change can
be halted.

Up to the end of 2004, 10 sessions of the Conference of the Parties to the Climate
Convention have taken place. Those since November 1997 have largely been concerned with
the Kyoto Protocol, the first formal binding legislation promulgated under the Convention
that commits industrialized countries (known as Annex I countries) to specific reductions in
emissions (typically by between 5% and 8%) of a basket of greenhouse gases17 from their
level in 1990 to their average from 2008–2012, called the first commitment period. The
Protocol also requires that a second commitment period be defined for which negotiations
must start no later than 2005. With the ratification of the Protocol by Russia, the
Protocol came into force on 16 February 2005—although without ratification by the USA
and Australia.

The Kyoto Protocol includes three special mechanisms to assist in emissions reductions by
industrialized countries, namely Joint Implementation (JI) that encourages projects that reduce
emissions or increase removals by sinks in the territories of other industrialized countries; the
Clean Development Mechanism (CDM) that encourages projects that reduce emissions in
developing countries (certified emission reductions generated by JI and CDM can be used by
industrialized countries to help meet their emission targets); and Emissions Trading that allows
the purchase of ‘assigned amount units’ of emissions from other industrialized countries that
find it easier, relatively speaking, to meet their emissions targets. The overall cost of mitigating
climate change is reduced as countries utilize lower cost opportunities to curb emissions or
increase removals, irrespective of where those opportunities exist. These mechanisms include
the use of sinks of CO2 (e.g. through aforestation) although capping arrangements limit their
use as offset to emissions elsewhere [119].

The Kyoto Protocol is an important start to the mitigation of climate change through
reductions in greenhouse gas emissions. With its complexity and its diversity of mechanisms

17 The basket of greenhouse gases covered by the Kyoto Protocol contains CO2, CH4, N2O, hydrofluorocarbons
(HFCs), perfluorocarbons (PFCs) and SF6. The effectiveness of each gas is calculated from its global warming
potential (GWP) relative to CO2—see section 5.
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Figure 28. Profiles of the emissions of carbon dioxide from fossil fuel burning in gigatonnes of
carbon per year that would lead to stabilization of carbon dioxide in the atmosphere at levels of
450 ppm (lower curve) and 550 ppm (upper curve) estimated from the UK Hadley Centre carbon
cycle model with the effects of climate–carbon-cycle feedbacks included. Up to the year 2000 the
actual emissions are shown. The shadings show an estimate of the uncertainties in the calculations.
Emissions from land-use change have been assumed as in the SRES B1 scenario [67].

for implementation it also represents a considerable achievement in international negotiation
and agreement. The much more substantial longer-term reductions that will be necessary for
the decades that follow the first commitment period are considered in the next section.

10. The stabilization of climate

Climate can only be stabilized if the concentrations of greenhouse gases are also stabilized as
required by the FCCC.

10.1. Stabilization of CO2 concentration

Carbon dioxide emissions are growing substantially year by year (figure 18). Because of
the long life time of CO2 in the atmosphere, even if the level of emissions were stabilized,
its concentration would continue to grow. For stabilization of its concentration, emissions
must fall well below today’s levels and eventually be no greater than the level of persistent
natural sinks (see section 4.1)—probably no more than 0.1 Gt per year [120]. In figure 28,
profiles of emissions from fossil fuel burning are shown that will lead to stabilization of
CO2 at levels of 450 ppm and 550 ppm (approximately double its pre-industrial value). The
profiles shown include an estimate of climate–carbon-cycle feedback [121] as described in
section 4.1 (figure 12). Many different profiles that are consistent with stabilization could
have been chosen. The ones shown begin by following the current rate of increase; they then
provide a smooth transition to a time of stabilization that is approximately 2100 for 450 ppm
and 2150 for 550 ppm. To a first approximation, the stabilized concentration level depends
more on the accumulated amount of carbon emitted up to the time of stabilization than on
the exact concentration path followed en route to stabilization. Alternative pathways that
assume higher emissions in earlier years would require steeper reductions in later years. If the
atmospheric concentration of CO2 is to remain below about 500 ppm, the future global annual
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Figure 29. Carbon dioxide emissions in 2000 from different countries or groups of countries
expressed per capita plotted against their population [123].

emissions averaged over the 21st century should not exceed the 1990 level of global annual
emissions.

It is instructive also to look at annual emissions of CO2 expressed per capita. Averaged
over the world in 2000 they were just over 1 tonne (as carbon) per capita but they varied
very much from country to country (figure 29). For developed countries and transitional
economy countries in 2000 they averaged 2.8 tonnes (ranging downwards from about 5.5
tonnes for the USA) while for developing countries they averaged about 0.5 tonnes. Looking
ahead to the years 2050 and 2100, even if the world population rises to only about 7
billion (as with SRES scenarios A1 and B1) under the profiles of carbon dioxide emissions
leading to stabilization at concentrations of 450 and 550 ppm the per capita annual emissions
averaged over the world would be about 0.6 tonnes and 1.1 tonnes, respectively, for 2050 and
0.3 tonnes and 0.7 tonnes, respectively, for 210018—much less than the current value of about
1 tonne.

10.2. Stabilization of other greenhouse gases

Other than CO2, methane is the main greenhouse gas of importance. Actions have already
been taken to reduce some of the methane emission sources, e.g. leaks from oil and gas wells
and landfill sites. The rate of methane increase has recently slowed significantly although all
the reasons for this are not well understood. There is more uncertainty about nitrous oxide as
its sources and sinks are not well known. However, it is only a relatively small contributor to
the forcing—to date equivalent to about 10 ppm of carbon dioxide. However, even under the
assumption of no future increases, the contributions to date of greenhouse gases other than CO2

are equivalent to a CO2 increase of around 70 ppm19. Under this assumption, a stabilization
of CO2 at 450 ppm, for instance, leads to an equivalent CO2 level of about 520 ppm.

18 The per capita figures in this paragraph include emissions from both fossil fuel burning and land-use change.
19 The figure of 70 ppm applies when the CO2 level is 450 ppm. Because the addition is non linear, the effect of
additional gases expressed in terms of equivalent CO2 depends on the CO2 level to which the addition is made, e.g.
at 370 ppm the addition is about 60 ppm and at 550 ppm it is about 90 ppm.
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10.3. Realization of the convention objective

First, what about the choice of stabilization level for CO2? It will be clear, for instance from
figure 28, that stabilization below about 400 ppm would require an almost immediate drastic
reduction in emissions breaching the criterion ‘that economic development can proceed in a
sustainable manner’. Taking into account the guidance provided by the Convention and the
range and severity of likely impacts described in section 8 [124], it is becoming increasingly
recognized that the aim should be for levels below 550 ppm carbon dioxide equivalent
(i.e. below about 480 ppm for CO2 itself if allowance is made for other greenhouse gases—see
section 10.2). To mention, for example, two statements regarding this choice coming from
very different bodies. First, the European Union has proposed setting a limit for the rise in
global average temperature of 2˚C 20. Since the best estimate of global average temperature
rise for doubled pre-industrial CO2 (560 ppm) is 2.5˚C, a rise of 2˚C would occur with a carbon
dioxide concentration of about 430 ppm allowing for the effect of other gases at their 1990
levels. The second statement comes from Lord John Browne, the Group Chief Executive of
British Petroleum, one of the largest of the world’s oil companies. He recognizes the danger
of global warming and the challenge it presents and has stated that, for CO2, ‘stabilization
in the range 500–550 ppm is possible, and with care could be achieved without disrupting
economic growth’21.

Having considered the stabilization level, how can the nations of the world work
together to realize it in practice? Within the FCCC, four principles are contained that
should be at the basis of negotiations concerned with future emissions reductions to
mitigate climate change. They are the Principle of Sustainable Development (as in
the FCCC Objective), the Precautionary Principle, the Polluter-Pays Principle and the
Principle of Equity. This latter includes intergenerational equity, or weighing the needs
of the present generation against those of future generations, and international equity,
or weighing the balance of need between developed nations and the developing world.
Striking this latter balance is particularly difficult because of the great disparity in current
carbon dioxide emissions between the world’s richest nations and the poorest nations
(figure 29), the continuing demand for fossil fuel use in the developed world and the
understandable desire of the poorer nations to escape from poverty through development and
industrialization.

An example of how the approach to stabilization for CO2 might be achieved is illustrated
in figure 30. It is based on a proposal called ‘Contraction and Convergence’ that originates
with the Global Commons Institute (GCI) [125], a non-governmental organization based in
the UK. The envelope of carbon dioxide emissions is one that leads to stabilization at 450 ppm
(without climate feedbacks included), although the rest of the proposal does not depend on
that actual choice of level. Note that, under this envelope, global fossil-fuel emissions rise
by about 15% to about 2025; they then fall to less than half the current level by 2100. The
figure illustrates the division of emissions between major countries or groups of countries as
it has been up to the present. Then, the simplest possible solution is taken to the sharing of
emissions between countries by proposing that, from some suitable date (in the figure, 2030
is chosen), emissions be allocated on the basis of equal shares per capita. From now until
2030 the division is allowed to converge from the present situation to that of equal per capita
shares—hence the ‘contraction and convergence’. The further proposal is that arrangements
to trade the CO2 allocations be made.

20 European Commission Communication on a Community Strategy on Climate Change; Council of Ministers
Conclusion, 25–26 June 1996
21 From speech to the Institutional Inverstors Group, London, 26th November 2003.
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Figure 30. Illustrating the ‘Contraction and Convergence’ proposal of the Global Commons
Institute for achieving stabilization of CO2 concentration. The envelope of CO2 emissions
illustrated is one that leads to stabilization at 450 ppm (but the effect of climate–carbon cycle
feedbacks is not included). For major countries or groups of countries, up to the year 2000,
historic emissions are shown. After 2030 allocations of emissions are made on the basis of equal
shares per capita on the basis of population projections for that date. From now until 2030, smooth
‘convergence’ from the present situation to that of equal shares is assumed to occur. In the upper part
of the diagram, the per capita contributions that apply to different countries or groups of countries
are shown; FSU = Former Soviet Union; OECD = Organisation for Economic Cooperation and
Development.

The ‘Contraction and Convergence’ proposal addresses all of the four principles mentioned
above. In particular, through its equal per capita sharing arrangements it deals with the
question of international equity, and the proposed trading arrangements ensure that the greatest
‘polluters’ pay. Its simple logic makes it a strong candidate for a long-term solution. What
has yet to be worked out is how the ‘convergence’ can be implemented—although that is a
problem contained within any proposal for a solution.

11. The mitigation of climate change [126]

The mitigation of climate change requires large reductions in anthropogenic emissions of
greenhouse gases, especially CO2. The last section addressed the reductions necessary for
CO2 to be stabilized. The UK Royal Commission on Environmental Pollution (RCEP) has
recommended that the UK should aim to reduce by 60% by 2050 to allow some room for
increase by developing nations [127]—a target that has been accepted by the UK government.
To achieve such reductions very large changes are required in the way energy is used and
generated. In particular,

• Much energy is currently wasted or used inefficiently. Many studies have shown that
in most developed countries improvements in energy efficiency of 30% or more can be
achieved at little or no net cost or often with significant overall saving. Buildings and
transport are two sectors, each contributing around one third of total CO2 emissions,
where opportunities for significant savings exist. But industry and individuals will
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generally require not just encouragement, but modest incentives if the savings are to
be realized.

• Much of the necessary technology is available for renewable energy sources, which can go
a long way towards replacing energy from fossil fuels, to be developed and implemented—
for instance from ‘modern’ biomass (energy crops or waste), solar energy (photovoltaic and
thermal), wind (on- and off-shore) and tidal energy (barrages, ‘lagoons’ or tidal streams).
For this to happen on the required scale, economic frameworks with adequate incentives
are urgently required. Policy options available include the removal of subsidies, carbon
or energy taxes (which recognize the environmental cost associated with the use of fossil
fuels) and tradeable permits coupled with capping of emissions.

• Methods for the capture and sequestration of CO2 underground should be rapidly
developed enabling some continuing use of fossil fuels. Further, nuclear energy, which is
already responsible for generating 16% of the world’s electricity, can continue to provide
non-fossil-fuel energy in the short and medium term [128]. The problem of dangerous
proliferation of nuclear material probably prevents it being a significant contributor in the
long term. It is possible that, in the longer term, nuclear fusion could become a useful,
cheap and safe energy source [129].

• Carbon from the atmosphere can also be sequestered in forests. Schemes for reducing
deforestation (with its associated CO2 emissions) and encouraging the planting of trees
will also bring substantial ancillary benefits.

• Arrangements are needed to ensure that technology is available for all countries (including
developing countries through technology transfer) to develop their energy plans with high
efficiency and to deploy renewable energy sources as widely as possible.

• With world investment in the energy industry running at over one million million US
dollars per year, there is a great responsibility on both governments and industry to ensure
that energy investments (including an adequate level of research and development) take
long-term environmental requirements fully into account.

What about the cost of mitigation? Economic studies show that, if changes are planned
and phased with care, the cost will not be large. For instance a study commissioned by the
UK Cabinet Policy Innovation Unit (PIU) estimated that to reduce emissions by 60% by 2050
would cost less than six months’ reduction in economic growth in 50 years [130]. Other
economic studies have come up with similar estimates [131].

12. The future challenge

Science and technology have a large part to play as the world community meets the challenge
posed by anthropogenic climate change. All the natural sciences are involved in research to
reduce the uncertainties regarding the details, extent and timing of climate change. To reduce
scientific uncertainty in projections of climate change for the 21st century, it is particularly
required to achieve improved knowledge and understanding of cloud-radiation feedback and
climate–carbon-cycle feedbacks, more quantitative information about climate extremes, and
better performance from both global and regional climate models.

Technology, both academic and industrial, has large contributions to make to solutions
to the problems of adaptation and mitigation. Social and economic sciences need to explore
imaginative ways of harnessing the energies and potential of financial and political institutions.
Especially important are the following emphases [132]. First, global warming is a global
problem and global solutions are required. Second, an integrative, holistic approach is needed
that seeks to integrate perspectives from both the natural and the social sciences. Third, the aim
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must be to find solutions not just characterize problems. Applied research seeking solutions is
just as challenging and worthy as so-called fundamental research identifying and describing
the problems. Fourth, since action by everybody is required, everybody needs to be made
aware and adequately informed.

These actions require clear policies, commitment and resolve on the part of governments,
industries and individual consumers. Urgent action is required for three reasons. The first is
scientific. Because the oceans take time to warm, there is a lag in the response of climate to
the increase of greenhouse gases (section 3.1). A commitment to substantial climate change
already exists, much of which will not be realized for several decades. The second reason
is economic. Energy infrastructure, for instance, in power stations, lasts typically for 30 to
50 years. It is much more cost effective to begin now to phase in the required infrastructure
changes rather than having to make them much more rapidly later. The third reason is political.
Countries like China and India are industrializing very rapidly. They need to do so in ways
that are much more efficient and with much smaller greenhouse gas emissions than has been
done in the developed world. The Climate Convention requires that developed countries lead
by example. As the World Energy Council point out ‘the real challenge is to communicate
the reality that the switch to alternative forms of supply will take many decades, and thus
the realization of the need, and commencement of the appropriate action, must be now’
(their italics) [133].
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